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magneto-spectroscopy measurement. Therefore the physics in this work is 
mainly described by a conventional single-valley picture, although there 
may be a small fraction of the population in the excited valley state due to 
the initialization error. 
 
 

 
fig. S1. Micromagnet design and simulation. (A) Schematic layer sequence of the 
device structure. The external magnetic field is applied along the positive z-direction. 
(B) Schematic of the micromagnet design. The gray area shows the micromagnet 
pattern and the quantum dot locations are represented by the blue boxes separated by 
0.1 Pm. (C) Simulated slanting magnetic field  (red curve) and  local 

Zeeman  field  (blue curve) as a function of the lateral dot position x. The left dot 
position is x=-0.05 Pm and the right dot position is x=0.05 Pm. 
 
 
 
section S2. Measurement setup 
 
The sample is cooled down using a dilution refrigerator to a base electron 
temperature of 120 mK which is estimated from the transport linewidth. 
The gates R, L and C are connected to high-frequency coaxial lines for 
application of the gate voltage pulse and the microwave burst. 
 
The high-frequency lines are attenuated inside the dilution refrigerator to 
dissipate the Johnson-Nyquist and technical noises from the room-
temperature electronics (-33 dB for gates R and L, -13 dB for gate C). The 
voltage pulse to the gate electrodes is generated by a 
Sony/TektronixAWG520 arbitrary waveform generator (typical jitter 18 ps), 

Surprisingly, when measuring the EDSR peak at a sufficiently low
power to avoid power broadening, we resolve two lines, separated by
2–4 MHz in the range Bext = 0.55–1.2 T (Fig. 2b). We return to the
origin of this splitting later. Fitting each resonance peak with a
Gaussian function yields δf (2)FWHM = 0.63 ± 0.06 MHz for
the higher-energy transition at frequency f (2)0 and
δf (1)FWHM = 0.59 ± 0.05 MHz for the lower-energy transition at
frequency f (1)0 . From this linewidth we extract a dephasing time

T*
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gμBσB
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πδfFWHM
= 840 ± 70 ns

(ref. 7), 30–100 times longer than T*
2 in III–V dots4,5,7,8. This

dephasing timescale can be attributed to the random nuclear field

from the 5% 29Si atoms in the substrate with standard deviation
σB = 9.6 µT, consistent with theory23. Previous T*

2 measurements
in Si/SiGe dots22,24 gave somewhat shorter values of 220–360 ns.
T*
2 is expected to scale with the square root of the number of

nuclear spins with which the electron wavefunction overlaps.
Considering these other measurements were done on double dots,
this would imply variations in the volume per dot up to a factor
of 7, if nuclear spins were dominating the decay. Given the presence
of a magnetic field gradient dB||/dx≈ 0.2 mT nm−1, the linewidth
also gives an upper bound on the electron micromotion induced
by low-frequency charge noise of ∼50 pm (r.m.s.).

Coherent control of the electron spin is achieved by applying
short high-power microwave bursts of duration tp. Figure 3a
shows the measured spin-up probability, P↑ , as a function of fMW
and burst time tp, which exhibits the chevron pattern that is
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Figure 1 | Device schematic and measurement cycle. a, False-colour device image showing a fabricated pattern of split gates, labelled 1–12. For this
experiment we create a single quantum dot (estimated location indicated by a red circle) and a sensing dot. Current I is measured as a function of time for a
fixed voltage bias of −600 µeV. The voltage pulses are applied to gate 3 and the microwaves are applied to gate 8. Green semitransparent rectangles show
the position of two 200-nm-thick Co micromagnets. The yellow-shaded areas show the location of two accumulation gates, one for the reservoirs and
another for the double quantum dot region. b, Numerically computed magnetic field component perpendicular to the external field, induced by the
micromagnet in the plane of the Si quantum well, for fully magnetized micromagnets. Straight solid lines indicate the edges of the micromagnet as simulated.
The region shown is outlined with dotted lines in a. c, Microwave (MW) and gate voltage pulse scheme (see main text) as well as an example trace of ISD
recorded during the pulse cycle and cartoons illustrating the dot alignment and tunnel events. During stages (1) and (3) the Fermi level in the reservoir is set
between the spin-down and spin-up energy levels so that only a spin-down electron can tunnel into the dot and only a spin-up electron can tunnel out3.
During stage (2), the dot is pulsed deep into the Coulomb blockade to minimize photon-assisted tunnelling. The MW burst of duration tp ends ∼100–500 μs
before the detection stage. When a step is observed during stage (3) (see the dotted line) we count the electron as spin-up. Stage (4) serves to keep the d.
c. component of the pulse zero and to symmetrize pulse distortions from the bias-tee. In the process, the quantum dot is emptied. The spike during the
manipulation stage is due to the influence of the microwave burst (here 700 µs) on the detector.
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between dot and reservoir is tuned using the barrier gate G3 to yield
a tunnel time t≈ 100 µs during the read phase. There is almost no
coupling in the control phase because the Zeeman-split spin
states are plunged well below the Fermi level in the reservoir. We
apply microwave pulses to the on-chip transmission line to create
an a.c. magnetic field B1, which drives transitions between the
spin-down | ↓ 〉 and spin-up | ↑ 〉 states of the quantum dot24.
When B≈ 1.400 T, we find the resonance frequency ν0 = (g*µB/h)
Bdc≈ 39.1408 GHz, resulting in g*≈ 1.998. The qubit demonstrates
coherent oscillations that coincide with f↑ =A ×Ω2/ΩR

2 sin2(ΩRτ/2),
describing a qubit without decay and a visibility of A = 0.7. We note
that device stability limits the size of the data set that can be taken,
so no decay was observed over the 30 µs shown in Fig. 2b. The Rabi
decay time is ∼380 µs, as shown in Supplementary Fig. 4 using
a Carr-Purcell sequence. Figure 2b shows sinusoidal Rabi
oscillations obtained by varying the pulse length τp, and Fig. 2c
shows the oscillations while varying frequency νESR. Confirmation
that these are Rabi oscillations follows from the dependence
fRabi∝ B1∝ PESR

½ (Fig. 2c, inset), where PESR is the applied microwave
source power, and also from the increase in Rabi frequency for
non-zero detuning frequency (Fig. 2d).

When the detuning frequency is non-zero, coherent oscillations
known as Ramsey fringes arise when the spin is pointing in the x–y
plane of the Bloch sphere. We detect these fringes by applying two
π/2 pulses separated by a delay time τ, followed by readout of the
spin state. The resulting oscillations are shown in Fig. 3a, from
which we extract a characteristic decay time of T2* = 120 µs.
The corresponding linewidth 1/πT2* = 2.6 kHz is close to the
smallest measured ESR peak width Δν = 2.4 ± 0.2 kHz measured at
PESR = –20 dBm (Supplementary Fig. 2). Slow environmental
changes between individual single-shot readout events are one of the
main factors leading to the decay of the Ramsey coherence fringes.
To remove the effects of this noise we applied a Hahn-echo technique,

where a πx pulse is applied exactly between two πx/2 pulses (Fig. 3b).
From this we measure a spin coherence time of T2

H = 1.2 ms.
The Hahn-echo amplitude decays with an exponent η = 2.2, indicating
that the dominant source of decoherence is 1/f noise. We can further
increase the coherence time by applying a CPMG sequence, where a
series of πy pulses are applied to refocus the signal. Figure 3c shows
an echo decay obtained by applying 500 πy pulses, with a resulting
coherence time of T2

CPMG = 28 ms.
We now turn to the qubit fidelities (see Supplementary Section 4

for full details). The measurement fidelity FM = 92% and initializa-
tion fidelity FI = 95% are primarily limited by thermal broadening
in the electron reservoir. The broadening leads to a small fraction
of unintended random tunnelling events between the reservoir
and dot, corresponding to initialization and readout errors21, thus
limiting the visibility of the Rabi oscillations shown in Fig. 2, for
example. However, during the control phase the electron level is
plunged deep below the Fermi level in the reservoir, to avoid
such errors.

We have characterized the control fidelity of the qubit via random-
ized benchmarking25 on Clifford gates (Fig. 4). In this protocol, the
fidelity of an individual Clifford gate is obtained by interleaving it
with random Clifford gates and measuring the decay with increasing
sequence length. The protocol ends with a final random recovery
Clifford, such that the outcome is either spin up or spin down. A refer-
ence sequence without interleaved gates is performed to observe the
decay due to the random Cliffords. By analysing the data we find an
average control fidelity of FC = 99.59%, with all gates having an error
rate below the 1% tolerance requirement for quantum error correction
using surface codes8. When the operation time of the qubit is an
appreciable fraction of T2*, dephasing can result in a non-exponential
decay (Supplementary Section 4). This could explain the slightly
non-exponential decay we observe in Fig. 4, and opens the possibility
to further increase the fidelity by making use of composite and
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Figure 1 | Silicon quantum dot qubit with single electron transistor (SET) readout and on-chip microwave spin control. a,b, False-coloured SEM image (a)
and schematic diagram (b) of the device. The quantum dot structure (labels C and G) can be operated as a single or double quantum dot by appropriate
biasing of gate electrodes G1 to G4. Confinement gate C runs under gates G2 to G4 and confines the quantum dot on all sides except on the reservoir side.
Here, we operate the system in the single quantum dot mode, with the dot defined under G4 and tunnel-coupled via G3 to reservoir R. This provides
maximum flexibility and the largest readout signal, as the dot is then closest to the SET. ST, SET top gate; LB, left barrier gate; RB, right barrier gate.
c, Charge stability diagram. The SET is used as a charge detector, and a feedback loop is included to obtain maximum sensitivity. A square pulse of
40 mV peak-to-peak at 174 Hz is applied to G4. Grey scale indicates the excess electron occupancy (ΔN) in the dot for each charge addition. The absence
of any intermediate colour is a confirmation of the high fidelity. d, By changing the voltage on G4, we can load and empty the quantum dot, performing
spin readout in a single-shot measurement via energy-selective tunnelling. All measurements were performed in a dilution refrigerator with a base
temperature of T≈ 50 mK and a d.c. magnetic field of B0 = 1.4 T.
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isotopically purified 12C diamond22,23. The Ramsey envelope decay
is Gaussian. The electron spin resonance (ESR) line is extremely
sharp, and measuring it directly requires the use of low-power,
shaped (Gaussian) pulses. In device B we observed a full-width at
half-maximum (FWHM) of 1.8 kHz (Fig. 2c), in good agreement
with T*

2e = 160 μs. With a Hahn-echo sequence we measured elec-
tron coherence times TH

2e ≈ 1 ms in both devices (Fig. 2d), only a
factor of 5 longer than in natSi (ref. 21). However, using the
CPMG dynamical decoupling technique we further extended the
e− spin coherence, reaching TCPMG

2e = 0.56 s in device B (Fig. 2e).
For the 31P qubit we report coherence measurements in the

neutral (31P0) and the ionized (31P+) case (Fig. 3). The 31P0 shows
a similar dephasing time to e−, T*

2n0 ≈ 500 µs (Fig. 3a, left). The
Hahn-echo decay was found to be very different in devices A and
B, with values of 1.5 ms and 20 ms, respectively (Fig. 3b, left). For
the neutral nucleus, applying a CPMG sequence did not extend
the coherence time (Fig. 3c, left). The details of the decoherence pro-
cesses acting on the neutral nucleus are currently not understood.
However, as observed previously in both single-atom20 and bulk
experiments8, the nuclear spin coherence improves dramatically
by removing the electron from the P atom. The donor ionization
is performed electrically, by raising the donor potential above the
Fermi level of the nearby charge reservoir and forcing the donor-
bound electron to tunnel out20. The 31P+ Ramsey decay times
reached the value T*

2n+ = 0.6 s in device B (Fig. 3a, right), which
would correspond to an NMR linewidth of ΔvFWHM ≈ 0.4 Hz. The
simple Hahn-echo sequence preserves the qubit coherence beyond
1 s, TH

2n+ = 1.75 s (Fig. 3b, right), and the CPMG dynamical decou-
pling extends it beyond 30 s, TCPMG

2n+ = 35.6 s in device B (Fig. 3c,
right). This currently represents the record coherence for any
single qubit in the solid state. A summary of the coherence bench-
marks for e−, 31P0 and 31P+ in both devices is provided in
Supplementary Section A. The coherence decay exponent n is

larger than 1 in all measurements, resulting in an enhanced
quantum state preservation at short times.

The qubit measurement fidelities Fm were extracted from
high-resolution Rabi oscillation measurements (Supplementary
Section D), using a method developed in earlier work20,21. For the
e− qubit, Fm is limited by the interplay of measurement bandwidth
and electron tunnel times17 and by the occurrence of false spin-up
counts due to thermal effects. Through careful filtering of the
signal lines we reduced the electron temperature to ∼100 mK and
achieved a measurement fidelity of Fm≈ 97%. For the 31P qubit,
the readout fidelity depends on the ratio between the readout time
and the average time between spin flips20. Here, we achieved
Fm≈ 99.995%.

The use of isotopically purified 28Si brought a dramatic improve-
ment in the qubit control fidelities. In natSi, the e− control fidelity was
limited to Fc = 57% (ref. 21) by the randomness of the instantaneous
resonance frequency, which fluctuated over a range comparable to the
spectral width of the control pulse. Here, the ESR linewidth is instead
two orders of magnitude smaller than the excitation pulse spectrum,
which would yield an intrinsic control fidelity of order 99.9999%.
Accordingly, the control errors arise solely from variation in pulse
parameters due to the technical limitations of the room-temperature
electronic set-up. For the specific case of a π-pulse around one axis,
the control errors can be estimated by comparing the coherence
decay obtained from CPMG, which is insensitive to pulse errors up
to fourth order and from Carr–Purcell (CP), where the errors
accumulate24. With this method we obtained effective control fideli-
ties Fe

c ≈ 99.6% for e−, 99.9% for 31P0 and 99.99% for 31P+ (for
data plots see Supplementary Section D). Future work will focus on
benchmarking complete sets of single-qubit gates.

Despite the record coherence times discussed above, our results
do not match those obtained in bulk ensembles6–8. We investigate
the microscopic origin of spin decoherence by performing a sys-
tematic analysis of the spectral properties of the noise power S(ω)
that modulates the e− qubit energy splitting. We concentrate our
analysis on the electron spin, because it is the most sensitive to
both magnetic and electric field noise. We adopt a noise spec-
troscopy method based on the properties of CPMG sequences,
which act as a bandpass filter for the noise25,26 with passband fre-
quency centred at ωp = π/τ, where τ is the delay between the
π-pulses (Supplementary Section E). Therefore, by choosing differ-
ent τ we shift the centre frequency of the filter, that is, which portion
of the noise spectrum couples to the qubit. The benefits of dynami-
cal decoupling are easily understood by considering a coloured
noise, for example, S(ω) ∝ 1/ω. Adding more π-pulses, thus redu-
cing τ, shifts ωp to a higher frequency where the noise is weaker.
For the same reason, dynamical decoupling is ineffective in the
presence of frequency-independent (white) noise.

In Fig. 4a we show S(ω) extracted using the method described in
ref. 9, which accounts for the higher harmonics in the CPMG filter
function, giving small corrections to the simple relation
S(ωp) = π2 /(4TS

2 ) that would hold when considering the first harmo-
nic only (simple bandpass filter). Here, TS

2 is the electron coherence
time measured while keeping τ constant and progressively increas-
ing the number of pulses in a CPMG sequence. At frequencies ω/2π
>3 kHz the noise spectrum appears flat, S(ω)≈ 10 (rad s−1)2 Hz−1

in device A, corresponding to TS
2 ≈ 0.2 s. (For white noise,

summing all the harmonics of the filter function leads to
S(ω) = 2/TS

2 .) Assuming that the noise is of magnetic origin, this
corresponds to a longitudinal magnetic field noise of
bn = h−

!!!!!
S(ω)

√
/(gμB) = 18 pTHz−1/2. It is interesting to notice that

substituting the simple bandpass formula here, we would recover
the equation for sensitivity obtained by viewing the e− qubit as an
a.c. magnetic field sensor ηa.c. = πh− /(2gμB

!!!
T2

√
) (ref. 27).

A plausible source of white noise is thermal Johnson–Nyquist
radiation, coupling to the electron spin through the microwave
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Figure 1 | Device structure and the energy states of the electron and
nuclear spin qubits. a, Scanning electron micrograph image of a device
similar to device A, highlighting the position of the P donor, the microwave
(MW) antenna and the SET for spin readout. b, Schematic of the Si
substrate, consisting of an isotopically purified 28Si epilayer (with a residual
29Si concentration of 800 ppm) on top of a natural Si wafer. c, Energy level
diagram of the coupled e− –31P0 system (left) and the ionized 31P+ nucleus
(right). Arbitrary quantum states are encoded on the qubits by applying
pulses of oscillating magnetic field B1 at the frequencies corresponding
to the ESR (νe1,2≈ γeB0∓A/2) and NMR (νn1,2≈A/2 ± γnB0), where
γe = 27.97 GHz T−1 and γn = 17.23 MHz T−1 are the electron and nuclear
gyromagnetic ratios, respectively. The 31P qubit in the ionized state is
operated at frequency νn0 = γnB0.
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Figure 1. (a) Schematic diagram of a semiconductor heterostructure. The dot is located between
the two AlGaAs tunnel barriers. A negative voltage applied to the side gate squeezes the dot thus
reducing the effective diameter of the dot (dashed curves). (b) Corresponding energy diagram. In
this case electrons can tunnel from occupied states in the drain via the dot to an empty state in the
source. The source–drain voltage, Vsd, determines the difference in the Fermi energies between
the two electrodes. The current is blocked when this energy window lies in-between two states in
the dot. (c) Scanning electron micrographs of quantum dot pillars with various shapes. The pillars
have widths of about 0.5 µm.

Before describing specific experiments, we first introduce the central ideas related to
atomic-like properties and explain how these are observed in single-electron transport.
Electron tunnelling from the source to dot and from dot to the drain is dominated by an
essentially classical effect that arises from the discrete nature of charge. When relatively high-
potential barriers separate the dot from the source and drain contacts, tunnelling to and from
the dot is weak and the number of electrons on the dot, N , will be a well defined integer.
A current flowing via a sequence of tunnelling events of single electrons through the dot
requires this number to fluctuate by one. The Coulomb repulsion between electrons on the
dot, however, results in a considerable energy cost for adding an extra electron charge. Extra
energy is therefore needed, and no current will flow until increasing the voltage provides this
energy. This phenomenon is known as Coulomb blockade [10]. To see how this works in
practice, we consider the schematic pillar structure in figure 1(a). The quantum dot is located
in the centre of the pillar and can hold up to ∼100 electrons. The diameter of the dot is a few
hundred nanometres and its thickness is about 10 nm. The dot is sandwiched between two
non-conducting barrier layers, which separate it from conducting material above and below,
i.e. the source and drain contacts. A negative voltage applied to a metal gate around the pillar
squeezes the diameter of the dot’s lateral potential. This reduces the number of electrons, one
by one, until the dot is completely empty.

Due to the Coulomb blockade, the current can flow only when electrons in the electrodes
have sufficient energy to occupy the lowest possible energy state for N + 1 electrons on the
dot (figure 1(b)). By changing the gate voltage, the ladder of the dot states is shifted through
the Fermi energies of the electrodes. This leads to a series of sharp peaks in the measured
current (figure 2(a)). At any given peak, the number of electrons alternates between N and
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Before describing specific experiments, we first introduce the central ideas related to
atomic-like properties and explain how these are observed in single-electron transport.
Electron tunnelling from the source to dot and from dot to the drain is dominated by an
essentially classical effect that arises from the discrete nature of charge. When relatively high-
potential barriers separate the dot from the source and drain contacts, tunnelling to and from
the dot is weak and the number of electrons on the dot, N , will be a well defined integer.
A current flowing via a sequence of tunnelling events of single electrons through the dot
requires this number to fluctuate by one. The Coulomb repulsion between electrons on the
dot, however, results in a considerable energy cost for adding an extra electron charge. Extra
energy is therefore needed, and no current will flow until increasing the voltage provides this
energy. This phenomenon is known as Coulomb blockade [10]. To see how this works in
practice, we consider the schematic pillar structure in figure 1(a). The quantum dot is located
in the centre of the pillar and can hold up to ∼100 electrons. The diameter of the dot is a few
hundred nanometres and its thickness is about 10 nm. The dot is sandwiched between two
non-conducting barrier layers, which separate it from conducting material above and below,
i.e. the source and drain contacts. A negative voltage applied to a metal gate around the pillar
squeezes the diameter of the dot’s lateral potential. This reduces the number of electrons, one
by one, until the dot is completely empty.

Due to the Coulomb blockade, the current can flow only when electrons in the electrodes
have sufficient energy to occupy the lowest possible energy state for N + 1 electrons on the
dot (figure 1(b)). By changing the gate voltage, the ladder of the dot states is shifted through
the Fermi energies of the electrodes. This leads to a series of sharp peaks in the measured
current (figure 2(a)). At any given peak, the number of electrons alternates between N and
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mainly described by a conventional single-valley picture, although there 
may be a small fraction of the population in the excited valley state due to 
the initialization error. 
 
 

 
fig. S1. Micromagnet design and simulation. (A) Schematic layer sequence of the 
device structure. The external magnetic field is applied along the positive z-direction. 
(B) Schematic of the micromagnet design. The gray area shows the micromagnet 
pattern and the quantum dot locations are represented by the blue boxes separated by 
0.1 Pm. (C) Simulated slanting magnetic field  (red curve) and  local 

Zeeman  field  (blue curve) as a function of the lateral dot position x. The left dot 
position is x=-0.05 Pm and the right dot position is x=0.05 Pm. 
 
 
 
section S2. Measurement setup 
 
The sample is cooled down using a dilution refrigerator to a base electron 
temperature of 120 mK which is estimated from the transport linewidth. 
The gates R, L and C are connected to high-frequency coaxial lines for 
application of the gate voltage pulse and the microwave burst. 
 
The high-frequency lines are attenuated inside the dilution refrigerator to 
dissipate the Johnson-Nyquist and technical noises from the room-
temperature electronics (-33 dB for gates R and L, -13 dB for gate C). The 
voltage pulse to the gate electrodes is generated by a 
Sony/TektronixAWG520 arbitrary waveform generator (typical jitter 18 ps), 

Surprisingly, when measuring the EDSR peak at a sufficiently low
power to avoid power broadening, we resolve two lines, separated by
2–4 MHz in the range Bext = 0.55–1.2 T (Fig. 2b). We return to the
origin of this splitting later. Fitting each resonance peak with a
Gaussian function yields δf (2)FWHM = 0.63 ± 0.06 MHz for
the higher-energy transition at frequency f (2)0 and
δf (1)FWHM = 0.59 ± 0.05 MHz for the lower-energy transition at
frequency f (1)0 . From this linewidth we extract a dephasing time

T*
2 =

!!
2

√
h−

gμBσB
=

2
!!!!
ln 2

√

πδfFWHM
= 840 ± 70 ns

(ref. 7), 30–100 times longer than T*
2 in III–V dots4,5,7,8. This

dephasing timescale can be attributed to the random nuclear field

from the 5% 29Si atoms in the substrate with standard deviation
σB = 9.6 µT, consistent with theory23. Previous T*

2 measurements
in Si/SiGe dots22,24 gave somewhat shorter values of 220–360 ns.
T*
2 is expected to scale with the square root of the number of

nuclear spins with which the electron wavefunction overlaps.
Considering these other measurements were done on double dots,
this would imply variations in the volume per dot up to a factor
of 7, if nuclear spins were dominating the decay. Given the presence
of a magnetic field gradient dB||/dx≈ 0.2 mT nm−1, the linewidth
also gives an upper bound on the electron micromotion induced
by low-frequency charge noise of ∼50 pm (r.m.s.).

Coherent control of the electron spin is achieved by applying
short high-power microwave bursts of duration tp. Figure 3a
shows the measured spin-up probability, P↑ , as a function of fMW
and burst time tp, which exhibits the chevron pattern that is
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Figure 1 | Device schematic and measurement cycle. a, False-colour device image showing a fabricated pattern of split gates, labelled 1–12. For this
experiment we create a single quantum dot (estimated location indicated by a red circle) and a sensing dot. Current I is measured as a function of time for a
fixed voltage bias of −600 µeV. The voltage pulses are applied to gate 3 and the microwaves are applied to gate 8. Green semitransparent rectangles show
the position of two 200-nm-thick Co micromagnets. The yellow-shaded areas show the location of two accumulation gates, one for the reservoirs and
another for the double quantum dot region. b, Numerically computed magnetic field component perpendicular to the external field, induced by the
micromagnet in the plane of the Si quantum well, for fully magnetized micromagnets. Straight solid lines indicate the edges of the micromagnet as simulated.
The region shown is outlined with dotted lines in a. c, Microwave (MW) and gate voltage pulse scheme (see main text) as well as an example trace of ISD
recorded during the pulse cycle and cartoons illustrating the dot alignment and tunnel events. During stages (1) and (3) the Fermi level in the reservoir is set
between the spin-down and spin-up energy levels so that only a spin-down electron can tunnel into the dot and only a spin-up electron can tunnel out3.
During stage (2), the dot is pulsed deep into the Coulomb blockade to minimize photon-assisted tunnelling. The MW burst of duration tp ends ∼100–500 μs
before the detection stage. When a step is observed during stage (3) (see the dotted line) we count the electron as spin-up. Stage (4) serves to keep the d.
c. component of the pulse zero and to symmetrize pulse distortions from the bias-tee. In the process, the quantum dot is emptied. The spike during the
manipulation stage is due to the influence of the microwave burst (here 700 µs) on the detector.
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between dot and reservoir is tuned using the barrier gate G3 to yield
a tunnel time t≈ 100 µs during the read phase. There is almost no
coupling in the control phase because the Zeeman-split spin
states are plunged well below the Fermi level in the reservoir. We
apply microwave pulses to the on-chip transmission line to create
an a.c. magnetic field B1, which drives transitions between the
spin-down | ↓ 〉 and spin-up | ↑ 〉 states of the quantum dot24.
When B≈ 1.400 T, we find the resonance frequency ν0 = (g*µB/h)
Bdc≈ 39.1408 GHz, resulting in g*≈ 1.998. The qubit demonstrates
coherent oscillations that coincide with f↑ =A ×Ω2/ΩR

2 sin2(ΩRτ/2),
describing a qubit without decay and a visibility of A = 0.7. We note
that device stability limits the size of the data set that can be taken,
so no decay was observed over the 30 µs shown in Fig. 2b. The Rabi
decay time is ∼380 µs, as shown in Supplementary Fig. 4 using
a Carr-Purcell sequence. Figure 2b shows sinusoidal Rabi
oscillations obtained by varying the pulse length τp, and Fig. 2c
shows the oscillations while varying frequency νESR. Confirmation
that these are Rabi oscillations follows from the dependence
fRabi∝ B1∝ PESR

½ (Fig. 2c, inset), where PESR is the applied microwave
source power, and also from the increase in Rabi frequency for
non-zero detuning frequency (Fig. 2d).

When the detuning frequency is non-zero, coherent oscillations
known as Ramsey fringes arise when the spin is pointing in the x–y
plane of the Bloch sphere. We detect these fringes by applying two
π/2 pulses separated by a delay time τ, followed by readout of the
spin state. The resulting oscillations are shown in Fig. 3a, from
which we extract a characteristic decay time of T2* = 120 µs.
The corresponding linewidth 1/πT2* = 2.6 kHz is close to the
smallest measured ESR peak width Δν = 2.4 ± 0.2 kHz measured at
PESR = –20 dBm (Supplementary Fig. 2). Slow environmental
changes between individual single-shot readout events are one of the
main factors leading to the decay of the Ramsey coherence fringes.
To remove the effects of this noise we applied a Hahn-echo technique,

where a πx pulse is applied exactly between two πx/2 pulses (Fig. 3b).
From this we measure a spin coherence time of T2

H = 1.2 ms.
The Hahn-echo amplitude decays with an exponent η = 2.2, indicating
that the dominant source of decoherence is 1/f noise. We can further
increase the coherence time by applying a CPMG sequence, where a
series of πy pulses are applied to refocus the signal. Figure 3c shows
an echo decay obtained by applying 500 πy pulses, with a resulting
coherence time of T2

CPMG = 28 ms.
We now turn to the qubit fidelities (see Supplementary Section 4

for full details). The measurement fidelity FM = 92% and initializa-
tion fidelity FI = 95% are primarily limited by thermal broadening
in the electron reservoir. The broadening leads to a small fraction
of unintended random tunnelling events between the reservoir
and dot, corresponding to initialization and readout errors21, thus
limiting the visibility of the Rabi oscillations shown in Fig. 2, for
example. However, during the control phase the electron level is
plunged deep below the Fermi level in the reservoir, to avoid
such errors.

We have characterized the control fidelity of the qubit via random-
ized benchmarking25 on Clifford gates (Fig. 4). In this protocol, the
fidelity of an individual Clifford gate is obtained by interleaving it
with random Clifford gates and measuring the decay with increasing
sequence length. The protocol ends with a final random recovery
Clifford, such that the outcome is either spin up or spin down. A refer-
ence sequence without interleaved gates is performed to observe the
decay due to the random Cliffords. By analysing the data we find an
average control fidelity of FC = 99.59%, with all gates having an error
rate below the 1% tolerance requirement for quantum error correction
using surface codes8. When the operation time of the qubit is an
appreciable fraction of T2*, dephasing can result in a non-exponential
decay (Supplementary Section 4). This could explain the slightly
non-exponential decay we observe in Fig. 4, and opens the possibility
to further increase the fidelity by making use of composite and

1.2 1.4 1.6 1.8 2.0 2.2
−0.12

−0.10

−0.08

−0.06

−0.04

−0.02

0.00

V C 
(V

)

VG4 (V)

b

t

VbiasISET

Reservoir

QD

SET

N = 0 1 2 3 4 5

I/V

d Load

ΔNc

I SE
T (

pA
)

0
200
400
600

0.0 0.5 1.0 1.5 2.0

0
200
400
600

Time, t (ms)
ESR line

Quantum dot qubitElectron reservoir

SET

C

G4

G3

G2G1

ST

LB RB

R

a

t

B0

B1

IESR 300 nm

Read Empty

Figure 1 | Silicon quantum dot qubit with single electron transistor (SET) readout and on-chip microwave spin control. a,b, False-coloured SEM image (a)
and schematic diagram (b) of the device. The quantum dot structure (labels C and G) can be operated as a single or double quantum dot by appropriate
biasing of gate electrodes G1 to G4. Confinement gate C runs under gates G2 to G4 and confines the quantum dot on all sides except on the reservoir side.
Here, we operate the system in the single quantum dot mode, with the dot defined under G4 and tunnel-coupled via G3 to reservoir R. This provides
maximum flexibility and the largest readout signal, as the dot is then closest to the SET. ST, SET top gate; LB, left barrier gate; RB, right barrier gate.
c, Charge stability diagram. The SET is used as a charge detector, and a feedback loop is included to obtain maximum sensitivity. A square pulse of
40 mV peak-to-peak at 174 Hz is applied to G4. Grey scale indicates the excess electron occupancy (ΔN) in the dot for each charge addition. The absence
of any intermediate colour is a confirmation of the high fidelity. d, By changing the voltage on G4, we can load and empty the quantum dot, performing
spin readout in a single-shot measurement via energy-selective tunnelling. All measurements were performed in a dilution refrigerator with a base
temperature of T≈ 50 mK and a d.c. magnetic field of B0 = 1.4 T.
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isotopically purified 12C diamond22,23. The Ramsey envelope decay
is Gaussian. The electron spin resonance (ESR) line is extremely
sharp, and measuring it directly requires the use of low-power,
shaped (Gaussian) pulses. In device B we observed a full-width at
half-maximum (FWHM) of 1.8 kHz (Fig. 2c), in good agreement
with T*

2e = 160 μs. With a Hahn-echo sequence we measured elec-
tron coherence times TH

2e ≈ 1 ms in both devices (Fig. 2d), only a
factor of 5 longer than in natSi (ref. 21). However, using the
CPMG dynamical decoupling technique we further extended the
e− spin coherence, reaching TCPMG

2e = 0.56 s in device B (Fig. 2e).
For the 31P qubit we report coherence measurements in the

neutral (31P0) and the ionized (31P+) case (Fig. 3). The 31P0 shows
a similar dephasing time to e−, T*

2n0 ≈ 500 µs (Fig. 3a, left). The
Hahn-echo decay was found to be very different in devices A and
B, with values of 1.5 ms and 20 ms, respectively (Fig. 3b, left). For
the neutral nucleus, applying a CPMG sequence did not extend
the coherence time (Fig. 3c, left). The details of the decoherence pro-
cesses acting on the neutral nucleus are currently not understood.
However, as observed previously in both single-atom20 and bulk
experiments8, the nuclear spin coherence improves dramatically
by removing the electron from the P atom. The donor ionization
is performed electrically, by raising the donor potential above the
Fermi level of the nearby charge reservoir and forcing the donor-
bound electron to tunnel out20. The 31P+ Ramsey decay times
reached the value T*

2n+ = 0.6 s in device B (Fig. 3a, right), which
would correspond to an NMR linewidth of ΔvFWHM ≈ 0.4 Hz. The
simple Hahn-echo sequence preserves the qubit coherence beyond
1 s, TH

2n+ = 1.75 s (Fig. 3b, right), and the CPMG dynamical decou-
pling extends it beyond 30 s, TCPMG

2n+ = 35.6 s in device B (Fig. 3c,
right). This currently represents the record coherence for any
single qubit in the solid state. A summary of the coherence bench-
marks for e−, 31P0 and 31P+ in both devices is provided in
Supplementary Section A. The coherence decay exponent n is

larger than 1 in all measurements, resulting in an enhanced
quantum state preservation at short times.

The qubit measurement fidelities Fm were extracted from
high-resolution Rabi oscillation measurements (Supplementary
Section D), using a method developed in earlier work20,21. For the
e− qubit, Fm is limited by the interplay of measurement bandwidth
and electron tunnel times17 and by the occurrence of false spin-up
counts due to thermal effects. Through careful filtering of the
signal lines we reduced the electron temperature to ∼100 mK and
achieved a measurement fidelity of Fm≈ 97%. For the 31P qubit,
the readout fidelity depends on the ratio between the readout time
and the average time between spin flips20. Here, we achieved
Fm≈ 99.995%.

The use of isotopically purified 28Si brought a dramatic improve-
ment in the qubit control fidelities. In natSi, the e− control fidelity was
limited to Fc = 57% (ref. 21) by the randomness of the instantaneous
resonance frequency, which fluctuated over a range comparable to the
spectral width of the control pulse. Here, the ESR linewidth is instead
two orders of magnitude smaller than the excitation pulse spectrum,
which would yield an intrinsic control fidelity of order 99.9999%.
Accordingly, the control errors arise solely from variation in pulse
parameters due to the technical limitations of the room-temperature
electronic set-up. For the specific case of a π-pulse around one axis,
the control errors can be estimated by comparing the coherence
decay obtained from CPMG, which is insensitive to pulse errors up
to fourth order and from Carr–Purcell (CP), where the errors
accumulate24. With this method we obtained effective control fideli-
ties Fe

c ≈ 99.6% for e−, 99.9% for 31P0 and 99.99% for 31P+ (for
data plots see Supplementary Section D). Future work will focus on
benchmarking complete sets of single-qubit gates.

Despite the record coherence times discussed above, our results
do not match those obtained in bulk ensembles6–8. We investigate
the microscopic origin of spin decoherence by performing a sys-
tematic analysis of the spectral properties of the noise power S(ω)
that modulates the e− qubit energy splitting. We concentrate our
analysis on the electron spin, because it is the most sensitive to
both magnetic and electric field noise. We adopt a noise spec-
troscopy method based on the properties of CPMG sequences,
which act as a bandpass filter for the noise25,26 with passband fre-
quency centred at ωp = π/τ, where τ is the delay between the
π-pulses (Supplementary Section E). Therefore, by choosing differ-
ent τ we shift the centre frequency of the filter, that is, which portion
of the noise spectrum couples to the qubit. The benefits of dynami-
cal decoupling are easily understood by considering a coloured
noise, for example, S(ω) ∝ 1/ω. Adding more π-pulses, thus redu-
cing τ, shifts ωp to a higher frequency where the noise is weaker.
For the same reason, dynamical decoupling is ineffective in the
presence of frequency-independent (white) noise.

In Fig. 4a we show S(ω) extracted using the method described in
ref. 9, which accounts for the higher harmonics in the CPMG filter
function, giving small corrections to the simple relation
S(ωp) = π2 /(4TS

2 ) that would hold when considering the first harmo-
nic only (simple bandpass filter). Here, TS

2 is the electron coherence
time measured while keeping τ constant and progressively increas-
ing the number of pulses in a CPMG sequence. At frequencies ω/2π
>3 kHz the noise spectrum appears flat, S(ω)≈ 10 (rad s−1)2 Hz−1

in device A, corresponding to TS
2 ≈ 0.2 s. (For white noise,

summing all the harmonics of the filter function leads to
S(ω) = 2/TS

2 .) Assuming that the noise is of magnetic origin, this
corresponds to a longitudinal magnetic field noise of
bn = h−

!!!!!
S(ω)

√
/(gμB) = 18 pTHz−1/2. It is interesting to notice that

substituting the simple bandpass formula here, we would recover
the equation for sensitivity obtained by viewing the e− qubit as an
a.c. magnetic field sensor ηa.c. = πh− /(2gμB

!!!
T2

√
) (ref. 27).

A plausible source of white noise is thermal Johnson–Nyquist
radiation, coupling to the electron spin through the microwave
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Figure 1 | Device structure and the energy states of the electron and
nuclear spin qubits. a, Scanning electron micrograph image of a device
similar to device A, highlighting the position of the P donor, the microwave
(MW) antenna and the SET for spin readout. b, Schematic of the Si
substrate, consisting of an isotopically purified 28Si epilayer (with a residual
29Si concentration of 800 ppm) on top of a natural Si wafer. c, Energy level
diagram of the coupled e− –31P0 system (left) and the ionized 31P+ nucleus
(right). Arbitrary quantum states are encoded on the qubits by applying
pulses of oscillating magnetic field B1 at the frequencies corresponding
to the ESR (νe1,2≈ γeB0∓A/2) and NMR (νn1,2≈A/2 ± γnB0), where
γe = 27.97 GHz T−1 and γn = 17.23 MHz T−1 are the electron and nuclear
gyromagnetic ratios, respectively. The 31P qubit in the ionized state is
operated at frequency νn0 = γnB0.
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This implies the possibility to perform electric-dipole spin
resonance (EDSR), namely to drive coherent hole-spin rotations
by means of microwave frequency (MW) modulation of a gate
voltage (Supplementary Note 4). Here we apply the MW
modulation to gate 1 to rotate the spin in QD1. Spin rotations
result in the lifting of spin blockade. In a measurement of
source-drain current Isd as a function of magnetic field
B (perpendicular to the chip) and MW frequency f, EDSR is
revealed by narrow ridges of increased current28. The data set in
Fig. 2a shows two of such current ridges: one clearly visible, most
likely associated with QD1 (strongly coupled to the rf-modulated
gate); and the other one rather faint, most likely arising from the
spin rotation in QD2 (which is only weakly coupled to gate 1).
Both ridges follow a linear f(B) dependence consistent with
the spin resonance condition hf¼ gmBB, where h is Planck’s
constant, mB the Bohr magneton and g the hole Landé g-factor
(absolute value) along the magnetic field direction. From the
slopes of the two ridges we extract two g-factor values g1¼ 1.63
and g2¼ 1.92 comparable to those reported before25. In line with
our plausible interpretation of the observed EDSR ridges, we
ascribe these g-factor values to QD1 and QD2, respectively.
We have observed similar EDSR features at other working
points (that is, different parity-equivalent (1, 1)-(0, 2)
transitions) and in two distinct devices (Supplementary Figs 5
and 6 and Supplementary Note 4).

Coherent spin control. To perform controlled spin rotations, and
hence demonstrate qubit functionality, we replace continuous-
wave gate modulation with MW bursts of tunable duration, tburst.
During spin manipulation, we prevent charge leakage due to
tunnelling from QD1 to QD2 by simultaneously detuning the
double QD to a Coulomb-blockade regime4 (Fig. 2b). Following
each burst, Vg1 is abruptly increased to bring the double dot back
to the parity-equivalent (1, 1)-(0, 2) resonant transition. At this
stage, a hole can tunnel from QD1 to QD2 with a probability
proportional to the unblocked spin component in QD1 (that is,
the probability amplitude for spin-up if QD2 hosts a spin-down
state). The resulting (0, 2)-like charge state ‘decays’ by emitting a
hole into the drain, and a hole from the source is successively fed
back to QD1, thereby restoring the initial (1, 1)-like charge
configuration. The net effect is the transfer of one hole from
source to drain, which will eventually contribute to a measurable
average current. (In principle, because not all (1, 1)-like states are
Pauli blocked, the described charge cycle may occur more than
once during the read-out-initialization portion of the same
period, until the parity-equivalent (1, 1)-(0, 2) becomes spin
blocked again and the system is re-initialized for the next
manipulation cycle.)

We chose a modulation period of 435 ns, of which 175 ns are
devoted to spin manipulation and 260 ns to read-out and
initialization. Figure 2c shows an EDSR resonance recorded on
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Figure 2 | Electrically driven coherent spin manipulation. (a) Colour plot of the source-drain current Isd as a function of magnetic field B and MW frequency
f. Electrically driven hole spin resonance is revealed by two enhanced current ridges. The barely visible upper ridge is indicated by a white arrow. Inset:
horizontal cut at f¼ 5.4 GHz. (b) Schematic representation of the spin manipulation cycle and corresponding gate-voltage (Vg1) modulation pattern. (c) Same
type of measurement as in a done on a different device. The cycle presented on b is also applied with a MW burst of 20 ns. Coherent manipulations presented
in d–f have been carried at the working point indicated by a white arrow, while the black arrow highlights the working point for Figs 3 and 4. (d) Colour plot of
Rabi oscillations for a range of microwave powers PMW at f¼8.938 GHz and B¼0.144 T. (e) Rabi oscillations for different powers taken from c and fitted
(solid lines) to A cos(2pfRabitburstþf)/taburst (ref. 34), current has been averaged for 1 s for each data point. Rabi frequencies are 24, 39 and 55 MHz for

PMW¼ # 5, #0.5 and 2.5 dBm, respectively. (f) Rabi frequency versus microwave amplitude, PMW
1=2, with a linear fit (solid line).
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two quantum dots, we tune to the regime in which we obtain optimal 
exchange coupling, which we find to have one and five electrons for Q1 
and Q2, respectively. We then operate the system close to the (5, 1)–(4, 2) 
charge anticrossing.

Single spins are often initialized via energy-selective tunnelling to a 
nearby reservoir25. However, this method requires a Zeeman splitting 
much higher than the thermal broadening, limiting the fidelity and mak-
ing the method impractical for high-temperature operation. Instead, 
Pauli spin blockade offers a convenient mechanism to perform initiali-
zation and readout2,7, with a relevant energy scale corresponding to the 
singlet–triplet energy splitting, which is set by the large and tunable 
valley splitting energy in silicon metal–oxide–semiconductor (SiMOS) 
devices26. This method is more robust against thermal noise and enables 
independent optimization of the qubit operation frequency. We choose 
to set the magnetic field to B = 0.25 T, which corresponds to addressable 
qubits with Larmor frequencies νQ1 = 6.949 GHz and νQ2 = 6.958 GHz 
in the absence of exchange interaction. This low-frequency opera-
tion reduces the qubit sensitivity to electrical noise that couples in via 
spin–orbit coupling27. Additionally, it simplifies the demands on the 
electronic control circuits and reduces the cable losses.

The pulse sequence used in the experiment is schematically shown in 
Fig. 2a. The sequence starts by pulsing deep into the (4, 2) charge state, 
where the spins quickly relax to the singlet state. An adiabatic pulse to 
the (5, 1) regime is applied to initialize the system in the |"# state. At this 
detuning energy ε, single- and two-qubit gate operations are performed 
by applying a microwave burst with variable frequency and duration. 
The sequence ends by adiabatically pulsing to the anticrossing where 
readout is performed. The antiparallel spin state with the lowest energy 
(which, in this experiment, is the state |"#) couples directly to the singlet 
(4, 2) charge state. The remaining antiparallel spin state (|$#) and the 

two parallel spin states (|%#, |&#) couple to the three triplet (4, 2) charge 
states. This allows us to map |"# and the other basis states to different 
charge configurations ((4, 2) or (5, 1) states), which can be read out 
using the SET. As shown in Fig. 1d, the optimal readout position can be 
obtained by sweeping ε and applying a π-pulse to Q2. From the detuning 
lever arm of αε = 0.044 eV V−1, extracted from the thermal broadening 
of the polarization line, we find a readout window of 155 µeV, where 
we can efficiently discriminate between the singlet and triplet states.

In this high-temperature operation mode, the readout visibility is 
mainly limited by the broadening of the SET peaks. To maximize the 
sensitivity, we subtract a reference signal from each trace and then 
we average and normalize the resulting signal (for more details on the 
readout see Extended Data Figs. 1, 2).

Figure 2b–g shows the single-qubit characterization of the two-qubit 
system. We observe clear Rabi oscillations for both qubits (Fig. 2b, c) 
as a function of the microwave burst duration. From the decay of the 
Ramsey fringes (Fig. 2d, e) we extract dephasing times T = 2.1 µs2(Q1)

∗   
and T = 2.7 µs2(Q2)

∗ , comparable to experiments at similar high temper-
atures8. These times are considerably shorter than the longest reported 
times11 for 28Si; however, they are still longer than the dephasing times 
for natural silicon at base temperature16,17. Furthermore, we measure 
spin lifetimes (see Extended Data Fig.  4) of T1(Q1)  =  2.0  ms and 
T1(Q2) = 3.7 ms, consistent with values reported in a similar device at a 
similar operating temperature6.

We characterize the performance of the single-qubit gates of the two 
qubits by performing randomized benchmarking28. In the manipula-
tion phase, we apply sequences of random gates extracted from the 
Clifford group, followed by a recovery gate that brings the system to 
the |&# and |%# states for Q1 and Q2, respectively. By fitting the decay 
of the readout signal as a function of the number of applied gates to 
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Fig. 1 | Large-scale approach for silicon qubits. a, Quantum integrated circuit 
hosting the qubits and their control electronics on the same chip. The control 
functionality that can be integrated is strongly dependent on the available 
cooling power. When the qubits can be coherently controlled above 1 K, a broad 
range of electronics may be integrated. At the lowest-temperature stage, 
multiplexing strategies can be combined with digital-to-analogue converters, 
microwave control and local readout, so that only digital signals need to be 
processed at room temperature. Additionally, long-distance spin–qubit 
coupling mechanisms would allow to build modular architectures in which 
widely sparsed qubit arrays and local electronics alternate on the same chip, 
further alleviating fan-out and wiring issues2. b, Scanning electron microscope 
image of a quantum device identical to the one measured. Gates P1 and P2 define 
the two quantum dots and gate B12 controls the inter-dot tunnel coupling. The 
SET, defined by the top gate (ST) and the two barriers (RB and LB), is used both 

as a charge sensor and as a reservoir24, whereas the tunnel rate is controlled by 
Bt. Gates C1 and C2 confine the electrons in the three quantum dots. Gates R, Br, 
P3 and B23 are kept grounded during the experiment. The qubits are driven via 
electron spin resonance (ESR). c, Electron occupancy as a function of 
the detuning energy between the two quantum dots, ε, and on-site repulsion 
energy, U. The data are centred at the (4, 2)–(5, 1) anticrossing. The electron 
transitions are measured via a lock-in technique35, by applying an excitation of 
133 Hz on gate B12. Both electrons are loaded from the SET, with Q2 having a 
tunnelling rate considerably lower than Q1. d, Probability to detect a triplet 
state, Ptriplet, as a function of readout position, εread, and microwave frequency 
applied to Q2, ∆f . When the readout level is positioned between the singlet–
triplet energy splitting and the microwave frequency matches the resonance 
frequency of Q2, we correctly read out the transition from state |"# to the 
blocked state |%#.
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of two transitions to reduce idling times, optimized pulse shaping to 
reduce accidental excitations of nearby transitions, and operation at 
the symmetry point29,30.

To further investigate the quantum coherence of the system, we 
measure the decay of the Ramsey fringes for different values of the 
exchange interaction; see Fig. 4b. We find that by increasing the 
exchange interaction the coherence is reduced, which we explain by the 
increased qubit sensitivity to electrical noise. We can fit the data with 
a model (see Supplementary Information section II and Supplemen-
tary Fig. 1a) that includes quasi-static electrical noise coupling via the 
exchange interaction and via the Zeeman energy difference between the 
two qubits. From the fit we extract the fluctuation amplitudes δε = 21 µeV 
(corresponding to a power spectrum of Aε ≈ 6 µeV Hz−1/2 at 1 Hz) and 
δEZ = 400 kHz. The noise in ε is comparable to values extracted at fridge 
base temperature31 and consistent with charge noise values extracted 
from current fluctuation measurements of SETs (see Supplementary 
Information section II for further information)6,32.

To analyse the thermal impact, we characterize the temperature 
dependence of T 2

∗ for two exchange interaction values (J = 0.5 MHz and 
J = 2.5 MHz) and we find it to be approximately stable in the range 
T = 0.45–1.25 K (see Fig. 4c). Although weak temperature dependencies 
of ∗T 2 have been reported in other single-qubit experiments8, we observe 

here that the weak temperature dependence is maintained even when 
the exchange interaction is set to an appreciable value, where we can 
perform two-qubit logic.

The electrical noise that limits ∗T 2 can potentially originate from 
extrinsic or intrinsic sources. Although we cannot rule out all extrinsic 
noise sources, we have confirmed that attenuating the transmission 
lines does not affect T 2

∗ , and we thus rule out a direct impact of the 
waveform generator and the microwave source. When intrinsic charge 
noise is the dominant contribution, a simple model based on an infinite 
number of two-level fluctuators (TLFs) predicts a square-root depend-
ence of the dephasing rate on the temperature33. However, this model 
assumes a constant activation energy distribution of the TLFs. Devia-
tions from this assumption have been observed in SET measurements, 
leading to anomalous temperature dependencies34. The small size of 
quantum dots, in particular SiMOS qubits, may lead to only a few TLFs 
being relevant for the dephasing, and these may explain the observed 
weak temperature dependence (see Supplementary Information sec-
tion III for more details).

Importantly, the weak dependence of ∗T 2 on the temperature makes 
silicon qubits remarkably robust against thermal noise, enabling the 
execution of a universal quantum gate set. The ability to operate litho-
graphically defined qubits above 1 K resolves one of the key challenges 
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Fig. 3 | Exchange and two-qubit logic at 1.1 K. a, Conditional rotations on all 
frequencies fi. The colour code refers to the central inset, which shows the full 
exchange diagram obtained from a Gaussian fit of the data shown in Extended 
Data Fig. 3. The frequency offset is 6.948 GHz. The black lines correspond to 
the same transition fi, driven with the control qubit in the opposite state. An 
initialization π-pulse and a recovery π-pulse are applied to the control qubit for 
the sequences in which either Q1 is in the spin-down state or Q2 is in the spin-up 
state. All Rabi frequencies are set to approximately 1 MHz by adjusting the 
power of the microwave source to compensate for the frequency-dependent 
attenuation of the a.c. line carrying the microwave signal. Even when the 
exchange interaction is turned on, we find the resonance frequencies of both 
qubits to be stable over the course of several hours (see Extended Data Fig. 5). 
b, Phase acquired by the control qubit during a CROT operation. A CROT gate, 
together with a Z rotation of π/2 on the control qubit is equivalent to a CNOT 

operation. Z gates are implemented by a software change of the reference 
frame. c, Primitive gates used to generate the two-qubit Clifford group (11,520 
gates in total). On average, each Clifford gate contains 2.5694 primitive gates. 
Because the Z/2 gates are implemented via a software change of the reference 
frame, they are not included in the gate count. All gates shown in the figure 
(except for the Z/2 gate) are implemented with two π/2 controlled rotations. 
The compilation scheme is identical to the one in ref. 18. d, Decay of the |&' state 
probability as a function of the number of two-qubit Clifford gates applied. A 
recovery gate returns the system to the |&' state. Because we include the 
recovery gate in the Clifford gate count, the first data point correponds to two 
gates applied. Each data point corresponds to the average of 150 random 
sequences. The fidelity F = (86.1 ± 0.6)% corresponds to the average fidelity of 
the primitve gates shown in c. We have normalized the state probabilities to 
remove the readout errors. Error bars are 1 s.d. from the mean.nMOS UNSW

2bits, up to 1.5K
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the electron reservoir by lowering the bias applied to the barrier gate B.  
At the end of the tuning sequence, the strong barrier confinement 
ensures that no electrons can tunnel into or out of the qubit cell.  
The ability to operate the unit cell without any changes in electron 
occupation throughout initialization, control and readout is a main pre-
requisite for scaling it up to large two-dimensional arrays (see Fig. 1h), 
where qubit control can be achieved by global magnetic resonance 
or via an array of micromagnets that allow local EDSR. Using gates  
G1, J and G2 (see Fig. 1g), we can distribute the six electrons arbitrar-
ily within the qubit cell, as demonstrated in the stability diagram  
shown in Fig. 1i. We focus on the (3, 3) charge configuration (see 
Extended Data Fig. 2). Here, the lower two electrons in each dot form 
a spin-zero closed shell in the lower conduction band valley state, and 
we use the spins of the unpaired electrons in the upper valley states 
of the silicon QDs as our qubits29. It is also possible to operate the  
qubits in the (1, 1) and (1, 3) charge configurations (see Extended Data 
Fig. 3), but (3, 3) is chosen for better EDSR driving strength and J gate 
control11.

We depict the entire control, measurement and initialization cycle 
in Fig. 2a, b. Throughout operation, the same six electrons stay within 
the unit cell. We measure the two-spin state using a variation of the 

Pauli spin blockade. As for traditional singlet–triplet readout30,  
tunnelling of the electrons into the same dot is allowed only for a spin 
singlet state owing to the Pauli exclusion principle. On the other hand, 
not all triplets are blockaded—the T0 triplet mixes with the singlet state 
at a rate faster than our SET charge readout. Therefore, any combina-
tion of |"# and |$# will be allowed to tunnel. As a result, spin-to-charge 
conversion in our device manifests itself as spin parity readout, meas-
uring the σ̂ZZ  projection of the two-qubit system, where σ̂ is the Pauli 
operator (see Methods). In the remainder of the paper, we denote this 
parity readout output as PZZ, the expectation value of P σ σˆ = ( ˆ − ˆ )ZZ ZZ

1
2 II , 

where σ̂II is the identity matrix. An even spin state then leads to PZZ = 0 
and an odd state leads to PZZ = 1.

Initialization is performed by first preparing the unit cell in the (2, 4) 
S state, before moving one electron to qubit 1 (Q1) to create a (3, 3) S-like 
state. For hfqubit ≫ kBT (h, Planck constant; kB, Boltzmann constant; T, 
temperature), we can also initialize the system in the well defined |'# 
state by dwelling at a spin relaxation hot-spot15,25. In Fig. 2c we show Rabi 
oscillations for the two different initialization states, starting in either 
the S-like state or the |'# state. Additional verification of the initial-
ized states is performed by spin-relaxation measurements described 
in Methods and Extended Data Fig. 4.
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Fig. 1 | An isolated spin qubit processor unit cell. a, Scanning electron 
microscope image of a two-qubit device identical to the one used in the 
experiments with a Co micromagnet for EDSR control11. RES, electron 
reservoir; B, barrier gate; CB, confinement barrier gate. b, Schematic of the Al 
gate stack. QDs are defined under G1 and G2 and laterally confined by CB. Gate J 
controls the coupling between the QDs, and B can be biased to create a barrier 
between the QDs and the electron reservoir. The Co micromagnet provides a 
magnetic field gradient while simultaneously delivering a microwave voltage 
signal to enable EDSR. The charge sensor (SET) and electron reservoir are not 
shown in this schematic. c–f, Tuning sequence used to obtain an isolated (3, 3) 
electron configuration. Starting with a single dot under G1 as in ref. 11, we load 
six electrons from the reservoir onto QD1 (c). We lower the voltage of G2, VG2, 
just enough to deplete all electrons under G2 (d) and reduce VB from 3.2 V to 0 V 
to create a barrier that makes it almost impossible for electrons to escape (e). 
We re-bias VG1 and VG2 to define QD2 under G2, and move three electrons from 
QD1 to QD2 (f). g, Schematic of the conduction band and control electrodes of 

the isolated qubit unit cell in the (3, 3) charge configuration. Electron spins in 
excited valley states are used for qubit operation. h, Schematic of a qubit unit 
cell within a large-scale two-dimensional quantum processor. The unit cell 
occupies the minimum footprint for operating a two-qubit system. Scaling 
towards pairwise unit-cell operation allows construction of a complete 
quantum computer. i, Charge stability diagram of the isolated QDs, with a total 
of six electrons trapped in the system. ∆e is the electron charge differential 
converted from the SET lock-in current. Here, ∆VG = VG1 − VG2 and VG1 + VG2 = 4.8 V. 
The system evolves into a strongly coupled three-dot system for very positive 
biasing of VJ. A typical readout position (yellow cross) and control point (blue 
dot) are labelled in the (3, 3) region. The charge transition near ∆VG = 0 V is not 
coupled to the QDs and most probably corresponds to charge movement 
outside the CB confinement area. Tilting the double-QD potential at low  
VJ (VJ < 2 V) allows us to set any charge configuration between (0, 6) and (6, 0), 
whereas a high VJ (VJ > 2 V) transforms the double-QD system into a triple-QD 
system, with a third dot forming under gate J.
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independently of Q2. To read out Q2, one would simply need to swap 
the target and the control of the CNOT gate. The small but visible  
oscillations along the y axis in the data are due to imperfect CZ pulsing. 
Details of the CNOT gate data are shown in Extended Data Fig. 5, where 
the CNOT gate parameters in panel Extended Data Fig. 5c are the same 
as those for Fig. 2f.

Having demonstrated the general operation of the quantum proces-
sor unit cell, including initialization, one- and two-qubit control, and 
parity and single-qubit readout, we can now investigate the effect of the 
temperature. For large-scale quantum computer integration, the ben-
efits of raising the temperature to reduce engineering constraints must 
be carefully balanced with the presence of increased noise. Prior studies 
have examined the relaxation of Si-MOS QD spin qubits at temperatures 
of 1.1 K (ref. 31) and the coherence times of ensembles of Si-MOS QDs up 
to 10 K (ref. 32). The coherence times of single deep-level impurities in 
silicon at 10 K (ref. 33) and ensembles of donor electron spins in silicon 
up to 20 K (refs. 34,35) have also been examined. However, gate fidelities 
of these qubits have not been investigated yet. Here we investigate the 
gate fidelity of a fully controllable spin qubit at 1.5 K.

In Fig. 3 we present single-qubit Rabi chevrons and randomized 
benchmarking for temperatures of Tcold = 40 ± 5 mK in Fig. 3a–d, and 
Thot = 1.5 ± 0.1 K in Fig. 3e–h (the uncertainties denote the fluctuation 
of the temperature reading over time). Here, Thot = 1.5 K is achieved by 
simply pumping on the 4He in the 1-K pot of the dilution refrigerator 
while the 3He circulation is completely shut off. Qubit operation and 
readout at this increased temperature is possible because our QDs 
have relatively high valley splitting (>500 µeV) and orbital splitting 
energies (>2.5 meV)11. We observe Rabi chevrons, indicating coherent 
qubit control, for external magnetic fields of B0 = 1.4 T and B0 = 0.1 T at 
Thot = 1.5 K, in a regime in which the thermal energy is larger than the 
qubit energy (kBT ≫ hfqubit).

We then focus on a performance comparison between different 
temperatures at B0 = 1.4 T. From the decay of the Ramsey oscillations 
in Fig. 3g we determine at this increased temperature a coherence time 

of T * = 2.0 ± 0.3 µs2 , which is comparable to that in natural silicon at 
millikelvin temperatures13–16. The single-qubit gate fidelity extracted 
from randomized benchmarking is FSQ = (98.6 ± 0.1)%, nearly at the 
fault-tolerance level (see Fig. 3h). For reference, the qubit’s perfor-
mance at Tcold = 40 mK is shown in Fig. 3a–d, where both T *2 and FSQ are 
about six times better. The similar scaling factors for T *2 and FSQ indicate 
that our gate fidelities are predominantly limited by the coherence 
times of the qubit.

We present a more detailed study of the coherence times and relax-
ation times as a function of mixing chamber temperature TMC in Fig. 4. 
A similar study as a function of external magnetic field is presented in 
Extended Data Fig. 8, where we observe the Hahn echo time, T 2

Hahn, to 
scale linearly with B0, where shorter relaxation times at lower field are 
possibly due to spin–orbit Johnson noise36. Temperature has the strong-
est impact on T1, which scales as T−5 between 0.5 K and 1.0 K. This could 
be interpreted as a Raman process involving intervalley piezophonons 
stemming from the oxide layer; if the spin–lattice relaxation was dom-
inated by Si deformation potential phonons, the temperature power 
law should be stronger, as discussed in ref. 31. T 2

Hahn and T *2 display a 
weaker dependence on temperature.

The results in Fig. 4 show a substantial reduction in spin relaxa-
tion and coherence times going from 100 mK to 1.5 K. Although this 
reduction does not prevent the qubits from being operated at this  
temperature, future device engineering should aim to minimize pos-
sible sources of noise for optimized high-temperature operation. Resid-
ual 29Si nuclear spins that couple to the qubits through the hyperfine 
interaction lead to background magnetic field noise that could be easily 
reduced by using silicon substrates with higher isotopic enrichment37. 
Our devices contain 800 ppm residual 29Si atoms, which is more than 
one order of magnitude higher than what is currently available12,35. 
Although the gradient magnetic field from a micromagnet, as required 
for EDSR operation10,11,14, might freeze out nuclear spin dynamics35, it 
will also make the qubits more sensitive to electric field noise induced 
by the artificial spin–orbit coupling36. Charge noise has been shown to 
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 * g, Ramsey coherence time, T 2, at B 0= 1.4 T. h, Randomized benchmarking
 performance at B 0= 1.4 T. Each data point is the average of 280 randomized
 sequences with 100 single shots each. The drop in visibility can be attributed to
 a lower charge readout fidelity owing to the broadening of the SET peak
 (see Extended Data Fig. 9). The error range of the benchmark numbers is within
 95% confidence level. See Methods for the details and setup of the Ramsey
 measurements. The randomized benchmarking protocol is identical to
 the one used in ref.20, with expanded data shown in Extended Data Fig. 10.

ü ~ 4K程度までの動作が可能
ü 単一ビットとしては高性能

v 制御・読み出しが遅い
v ビット間結合の制御が難しい

7



Si/SiGe型の特徴
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ü 初の３ビットユニバーサル制御を
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ü コヒーレンスの弱点は物理的な工
夫でカバー可能
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operations can in future experiments be combined with two-qubit
operations to realize universal quantum gates5, and with spin read-out
to demonstrate entanglement32,33.

Device and ESR detection concept
Two coupled semiconductor quantum dots are defined by surface
gates (Fig. 1a) on top of a two-dimensional electron gas. By applying
the appropriate negative voltages to the gates the dots can be tuned to
the few-electron regime8. The oscillating magnetic field that drives
the spin transitions is generated by applying a radio-frequency (RF)
signal to an on-chip coplanar stripline (CPS) which is terminated in a
narrow wire, positioned near the dots and separated from the surface
gates by a 100-nm-thick dielectric (Fig. 1b). The current through the
wire generates an oscillating magnetic field B ac at the dots, perpen-
dicular to the static external field B ext and slightly stronger in the left
dot than in the right dot (see Supplementary Fig. S1).
To detect the ESR-induced spin rotations, we use electrical trans-

port measurements through the two dots in series in the spin
blockade regime where current flow depends on the relative spin
state of the electrons in the two dots30,34. In brief, the device is
operated so that current is blocked owing to spin blockade, but this
blockade is lifted if the ESR condition (hf ac ¼ gmBB ext) is satisfied.

This spin blockade regime is accessed by tuning the gate voltages
such that one electron always resides in the right dot, and a second
electron can tunnel from the left reservoir to the left dot (Fig. 1c and
Supplementary Fig. S2). If this electron forms a double-dot singlet
state with the electron in the right dot (S ¼ " # 2 # "; normalization
omitted for brevity), it is possible for the left electron to move to the
right dot, and then to the right lead (leaving behind an electron in the
right dot with spin " or spin # ), since the right dot singlet state is
energetically accessible. If, however, the two electrons form a double-
dot triplet state, the left electron cannotmove to the right dot because
the right dot’s triplet state is much higher in energy. The electron also
cannot move back to the lead and therefore further current flow is
blocked as soon as any of the (double-dot) triplet states is formed.

Role of the nuclear spin bath for ESR detection
In fact, the situation is more complex, because each of the two spins
experiences a randomly oriented and fluctuating effective nuclear
field of,1–3mT (refs 35, 36). This nuclear field, BN, arises from the
hyperfine interaction of the electron spins with the Ga and As nuclear
spins in the host material, and is in general different in the two dots,
with a difference of DBN. At zero external field and for sufficiently
small double dot singlet–triplet splitting (see Supplementary Fig.
S2d), the inhomogeneous component of the nuclear field causes all
three triplet states (T0, Tþ and T2) to be admixed with the singlet S
(for example, T0 ¼ " # þ # " evolves into S ¼ " #2 # " due to DBN,z,
and Tþ¼ " " and T2¼ # # evolve into S owing to DBN,x). As a result,
spin blockade is lifted. For Bext ..

ffiffiffiffiffiffiffiffiffi
kB2

Nl
p

, however, the Tþ and T2

states split off in energy, which makes hyperfine-induced admixing
between T^and S ineffective (T0 and S remain admixed; see Fig. 2a).
Here spin blockade does occur, whenever a state with parallel spins
( " " or # #) becomes occupied.
ESR is then detected as follows (see Fig. 1c). An oscillating

magnetic field resonant with the Zeeman splitting can flip the spin
in the left or the right dot. Starting from " " or # #, the spin state then
changes to " # (or # "). If both spins are flipped, transitions occur
between " " and # # via the intermediate state "^#ffiffi

2
p "^#ffiffi

2
p . In both cases,

states with anti-parallel spins (S z ¼ 0) are created owing to ESR.
Expressed in the singlet-triplet measurement basis, " # or # " is a
superposition of the T0 and S state ( " # ¼ T0 þ S). For the singlet
component of this state, the left electron can transition immediately to
the right dot and from there to the right lead. The T0 component first
evolves into a singlet due to the nuclear field and then the left electron
can move to the right dot as well. Thus whenever the spins are anti-
parallel, one electron chargemoves through the dots. If such transitions
from parallel to anti-parallel spins are induced repeatedly at a suffi-
ciently high rate, a measurable current flows through the two dots.

ESR spectroscopy
The resonant ESR response is clearly observed in the transport
measurements as a function of magnetic field (Fig. 2a, b), where
satellite peaks develop at the resonant field B ext ¼ ^ hf ac /gmB when
the RF source is turned on (the zero-field peak arises from the
inhomogeneous nuclear field, which admixes all the triplets with the
singlet36,37). The key signature of ESR is the linear dependence of the
satellite peak location on the RF frequency, which is clearly seen in
the data of Fig. 2c, where the RF frequency is varied from 10 to
750MHz. From a linear fit through the top of the peaks we obtain a g-
factor with modulus 0.35 ^ 0.01, which lies within the range of
reported values for confined electron spins in GaAs quantum
dots11,38–40. We also verified explicitly that the resonance we observe
is magnetic in origin and not caused by the electric field that the CPS
generates as well; negligible response was observed when RF power is
applied to the right side gate, generatingmostly a RF electric field (see
Supplementary Fig. S3).
The amplitude of the peaks in Fig. 2b increases linearly with RF

power (,B ac
2 ) before saturation occurs, as predicted25 (Fig. 2b, inset).

The ESR satellite peak is expected to be broadened by either the

Figure 1 | Device and ESR detection scheme. a, Scanning electron
microscope (SEM) image of a device with the same gate pattern as used in
the experiment. The Ti/Au gates are deposited on top of a GaAs/AlGaAs
heterostructure containing a two-dimensional electron gas 90 nm below the
surface. White arrows indicate current flow through the two coupled dots
(dotted circles). The right side gate is fitted with a homemade bias-tee (rise
time 150 ps) to allow fast pulsing of the dot levels. b, SEM image of a device
similar to the one used in the experiment. The termination of the coplanar
stripline is visible on top of the gates. The gold stripline has a thickness of
400 nm and is designed to have a 50Q characteristic impedance,Z0, up to the
shorted termination. It is separated from the gate electrodes by a 100-nm-
thick dielectric (Calixerene)50. c, Diagrams illustrating the transport cycle in
the spin blockade regime. This cycle can be described via the occupations
(m,n) of the left and right dots as (0,1) ! (1,1) ! (0,2) ! (0,1). When an
electron enters the left dot (with rate GL) starting from (0,1), the two-
electron system that is formed can be either a singlet S(1,1) or a triplet
T(1,1). From S(1,1), further current flow is possible via a transition to S(0,2)
(with rate Gm). When the system is in T(1,1), current is blocked unless this
state is coupled to S(1,1). For T0, this coupling is provided by the
inhomogeneous nuclear fieldDBN. For Tþor T2, ESR causes a transition to
" # or # ", which contains a S(1,1) component and a T0 component (which is
in turn coupled to S(1,1) by the nuclear field).
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Surprisingly, when measuring the EDSR peak at a sufficiently low
power to avoid power broadening, we resolve two lines, separated by
2–4 MHz in the range Bext = 0.55–1.2 T (Fig. 2b). We return to the
origin of this splitting later. Fitting each resonance peak with a
Gaussian function yields δf (2)FWHM = 0.63 ± 0.06 MHz for
the higher-energy transition at frequency f (2)0 and
δf (1)FWHM = 0.59 ± 0.05 MHz for the lower-energy transition at
frequency f (1)0 . From this linewidth we extract a dephasing time

T*
2 =

!!
2

√
h−

gμBσB
=

2
!!!!
ln 2

√

πδfFWHM
= 840 ± 70 ns

(ref. 7), 30–100 times longer than T*
2 in III–V dots4,5,7,8. This

dephasing timescale can be attributed to the random nuclear field

from the 5% 29Si atoms in the substrate with standard deviation
σB = 9.6 µT, consistent with theory23. Previous T*

2 measurements
in Si/SiGe dots22,24 gave somewhat shorter values of 220–360 ns.
T*
2 is expected to scale with the square root of the number of

nuclear spins with which the electron wavefunction overlaps.
Considering these other measurements were done on double dots,
this would imply variations in the volume per dot up to a factor
of 7, if nuclear spins were dominating the decay. Given the presence
of a magnetic field gradient dB||/dx≈ 0.2 mT nm−1, the linewidth
also gives an upper bound on the electron micromotion induced
by low-frequency charge noise of ∼50 pm (r.m.s.).

Coherent control of the electron spin is achieved by applying
short high-power microwave bursts of duration tp. Figure 3a
shows the measured spin-up probability, P↑ , as a function of fMW
and burst time tp, which exhibits the chevron pattern that is
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Figure 1 | Device schematic and measurement cycle. a, False-colour device image showing a fabricated pattern of split gates, labelled 1–12. For this
experiment we create a single quantum dot (estimated location indicated by a red circle) and a sensing dot. Current I is measured as a function of time for a
fixed voltage bias of −600 µeV. The voltage pulses are applied to gate 3 and the microwaves are applied to gate 8. Green semitransparent rectangles show
the position of two 200-nm-thick Co micromagnets. The yellow-shaded areas show the location of two accumulation gates, one for the reservoirs and
another for the double quantum dot region. b, Numerically computed magnetic field component perpendicular to the external field, induced by the
micromagnet in the plane of the Si quantum well, for fully magnetized micromagnets. Straight solid lines indicate the edges of the micromagnet as simulated.
The region shown is outlined with dotted lines in a. c, Microwave (MW) and gate voltage pulse scheme (see main text) as well as an example trace of ISD
recorded during the pulse cycle and cartoons illustrating the dot alignment and tunnel events. During stages (1) and (3) the Fermi level in the reservoir is set
between the spin-down and spin-up energy levels so that only a spin-down electron can tunnel into the dot and only a spin-up electron can tunnel out3.
During stage (2), the dot is pulsed deep into the Coulomb blockade to minimize photon-assisted tunnelling. The MW burst of duration tp ends ∼100–500 μs
before the detection stage. When a step is observed during stage (3) (see the dotted line) we count the electron as spin-up. Stage (4) serves to keep the d.
c. component of the pulse zero and to symmetrize pulse distortions from the bias-tee. In the process, the quantum dot is emptied. The spike during the
manipulation stage is due to the influence of the microwave burst (here 700 µs) on the detector.
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To first demonstrate enhanced transverse spin–electric coupling, 
we drive electric-dipole spin resonance. When the control micro-
wave is exactly on resonance, the spin-up probability Pup shows a 
so-called Rabi oscillation as a function of the microwave duration. 
Figure 1d shows 16.6 MHz oscillations, whose decay time is too long 
to measure within 40 π  rotations. The decaying time of 3.9 MHz Rabi 
oscillations is 113 ±  3 μ s, yielding the Rabi oscillation Q =  888 ±  25 
(Supplementary Fig.  2c). The rotation frequency increases propor-
tionally to the microwave amplitude up to approximately 20 MHz  
(Fig.  1e), above which faster oscillation damping is observed 
(Supplementary Fig. 2b). A nearly ideal electric-dipole spin resonance 

rotation in the linear regime is further verified by the chevron pattern 
(Fig. 1f); the pattern reflects the qubit spin rotation along a tilted axis 
in the Bloch sphere with deliberately detuned microwave excitation.

We next quantify a longitudinal spin–electric-coupling field in 
the device. This is performed by applying an additional bump pulse 
to gate R in the control stage, during which the qubit precession 
frequency is rapidly shifted (Fig.  2a). Figure  2b shows the result-
ing phase-shift-induced oscillations of Pup lasting 20 μ s with no 
indication of decay. The phase rotation speed grows linearly with 
the bump amplitude δ VR, yielding a frequency-shift lever-arm of  
93 kHz mV−1 (Fig. 2c). Note that the maximum shift (5.2 MHz) is 
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Fig. 1 | Quantum-dot device with extrinsic spin–electric-coupling fields. a, Device layout. Circles indicate approximate positions of a qubit and a charge-
sensing quantum dot and the white boxes with crosses represent Ohmic contacts. We typically apply an external magnetic field Bext of around 0.5 T so 
that the Larmor precession frequency is roughly 18 GHz (the optimal frequency for the set-up of our control circuit). C and R are high-frequency gates. 
b, Control pulse sequence. Waveforms are applied to gate electrode potentials VR and VC of gates R and C, respectively. Traces of typical radiofrequency 
charge-sensing signals VRF with (red) and without (blue) tunnelling events are shown. c, Micromagnet spin–electric-coupling fields. The magnet is 
designed to induce a spatially inhomogeneous stray field BMM at the quantum-dot position when magnetized along Bext. The transverse coupling is 
produced by the inhomogeneous component perpendicular to Bext and is proportional to the field slope btrans"= " ⃗ ⋅ ⊥∇ee B( ) MM, where ⃗ee  is the unit vector along 
an in-plane (yz) electric field, ∇  denotes the vector differential operator and the ⊥ indicates the component perpendicular to Bext. The longitudinal one is, 
in contrast, mediated by the gradient of the parallel component blong"= " ⃗ ⋅ ∇ee B( ) z

MM. We have assumed a quantum-dot confinement that is strong vertically 
(along x) and symmetric laterally. d, Rabi oscillation. Each data point represents the probability of detecting tunnelling events, which we interpret as Pup, 
based on 100 single-shot measurements. The solid curve is the best-fit cosine with the Rabi frequency of 16.6 MHz (no decay is assumed). The oscillation 
visibility is limited by the initialization/readout fidelity. e, Driving amplitude dependence of the Rabi frequency. The dashed line plots a linear fit with the 
data points whose Rabi frequencies are below 24 MHz. f, Chevron pattern. Pup is collected as a function of microwave burst time and detuning. The Rabi 
frequency is 3.9 MHz and Bext is 0.506 T.
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量⼦ビット緩和、熱励起

２ビット
ランダム化ベンチマーク

A. Noiri et al., arxiv:2108.02626
(RIKEN 2021)
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K. Takeda et al., Nat. nanotechnol. 16, 969 
(RIKEN 2021)
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depends strongly on the structure of the gates surrounding the quan-
tum dots. We find that a wide voltage allowance is obtained by
increasing the gate oxide thickness above quantum dots. Our structure
also makes the electrostatic coupling between two nearest-neighbor
quantum dots more effective. Our structure can scale up the number
of quantum dots integrated on a chip, which will accelerate the
development of large-scale quantum computers in actual use.

The proposed structure is able to create a 2D quantum dot array
as shown in Fig. 2(a). The fabrication process is as follows. First, an
undoped Si channel (green), 50 nm thick and 50nm wide, is formed
on a silicon-on-insulator (SOI) substrate. All the quantum dots in a
row are connected horizontally through Si channels, while some [one
out of the five in Fig. 2(a)] are connected vertically through Si chan-
nels. The Si channel connection determines the direction of couplings
among the quantum dots. Next, a gate oxide film, 5 nm thick, is
deposited over the entire surface. Third, poly-Si gates (blue) are
formed at equal intervals in the vertical direction (100 nm wide lines
and 100nm wide spaces). Note that the gate width is small enough to
see the characteristics of electrostatic coupling, but in the future, it will
be reduced to enhance exchange coupling.9 Fourth, a 20-nm-thick
Si3N4 side spacer and 10-nm-thick gate oxide film are formed. Fifth,
poly-Si gates (red) are buried between the original poly-Si gates (blue)
with a stable self-aligned process, which intrinsically suppresses proc-
essing variations. As a result, the poly-Si gates are fabricated over the
entire surface, and they configure word lines. The word lines intersect
with the Si channels, and silicon-complementary MOS (Si-CMOS)
structures are formed at crossover points. Sixth, parts of the word lines
are removed by etching. Seventh, bit lines (light blue and pink) are
formed in the horizontal direction by deposition of poly-Si using the
same process that was used for fabricating the word lines. The bit lines
intersect with the Si channels through the gaps formed by the etching.
Finally, Si-CMOS structures are formed at equal intervals in 2D over
the entire Si channel. These Si-CMOS structures can be utilized for
both quantum dots and potential barriers. Half of the gates (red &
pink) are used to control quantum dots by changing the energy levels
of electrons, and the other half (blue & light blue) are used to control
the coupling strength of two adjacent quantum dots via potential

barriers. The above fabrication process causes dual-standard gate oxide
thicknesses: 15 nm under quantum dot control gates and 5nm under
coupling strength control gates. By using undoped Si substrate, we
reduce the variation in the electrical characteristics of quantum dots
that is due to impurities.20 Since the word lines and bit lines are made
at equal intervals, the structure is easy to fabricate with large-scale-
integration (LSI) technology. Cross-sectional views along A-A0 and
B-B0 are shown in Figs. 2(b) and 2(c), respectively. Periodical electron
potential can be formed in the Si channel by applying a periodic volt-
age pattern through word/bit lines. In order to manipulate the spins of
electrons, additional RF lines and a gradient magnetic field are
required (see the supplementary material).

We observe the cross sections of the fabricated 2D quantum dot
array with a scanning electron microscope (SEM) as shown in Fig. 3.
These SEM images are obtained before forming the quantum dot con-
trol gates of the bit lines. The word/bit lines form a two-layer structure.
The quantum dot/coupling strength control gates of word lines and Si
channels form a periodical Si-CMOS structure. The poly-Si gates are
separated from each other by Si3N4 side spacers and gate oxide films.

The electric specifications of two adjacent quantum dots can be
estimated from the capacitances between each quantum dot and gate
electrode.21 The capacitance model of a double quantum dot is shown
in Fig. 4(a). These capacitances are decided by the design of the
quantum dots and gate electrodes. Since our quantum dot array has a
periodic structure, the capacitances are represented by only two values:
CG, which is the capacitance between the quantum dot and the gate
electrode, and CM, which is the capacitance between two quantum

FIG. 1. Basic structure of 2D quantum dot array with crossbar-structure which is
formed by active regions and control gates. Quantum dots and potential barriers
are formed at crosspoint of the active regions and the word lines.

FIG. 2. Schematic diagram of 2D quantum dot array structure with Si channels and
poly-Si gates. (a) Bird’s eye view. (b) Cross-sectional view along A-A0. (c) Cross-
sectional view along B-B0.
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and the barrier gate centers, respectively. In the !rst approach, a chemical mechanical polishing process may be 
used to obtain  SiO2 layer  planarization33,34, easing the deposition of four overlapping gate layers—two for barrier 
gates (the !rst- and third-layer gates) and the other two for plunger gates (the second- and fourth-layer gates). 
Table 1 summarizes the layer indexes, gate names, and colors in Fig. 1b–d and the respective gate sizes. In this 
approach, we can reduce the number of overlapping gate layers. On the other hand, we do not have to perform 
etching and  SiO2 deposition in the second approach. In the following, we consider the array architecture real-
ized in the !rst approach.

We con!rm the formation of electrostatic potentials for each QD in a Si quantum well (QW) in the room 
temperature simulation (Fig. 1e) carried out using COMSOL Multiphysics. It is seen from the !gure that nine 
QDs are formed under every plunger gate, each of them is separated from the neighboring QDs and reservoirs 
by barrier gates.

Qubit operation in a two‑dimensional QD array. In order to utilize this QD array as a quantum pro-
cessor, it needs to be capable of spin readout, initialization, and manipulation. While this device does not have 
dedicated change sensor QDs, spin readout can be performed by the gate-based sensing techniques to detect 
the Pauli spin blockade (PSB) between neighboring  QDs15,20. #e spin state can be initialized, for instance, by 
relaxation to the doubly occupied ground singlet state and rapid adiabatic  passage27. For spin manipulation, we 

Figure 1.  Schematics of a device design with a 3 × 3 QD array (a) Device layer structure and 3 × 3 QD array 
schematic in Si QW. Silver spheres with arrows represent spins in QDs. Labels B and R in the array represent 
barrier gates and reservoirs, respectively. (b) Layer stack of overlapping Al gates. #e electron spin symbol is 
displayed when the corresponding control gate electrode is fabricated in the layer. #is device can be fabricated 
with four layers of overlapping gates. An overlay accuracy of 10 nm is assumed. (c), (d) Cross sections of the 
QDs (A–A′) and barrier gates (B–B′) in (b). #e gate thickness increases in the upper layers to ensure gate 
continuity. In (d), the black and gray areas are both  SiO2, with the Si layer underneath etched in the latter. (e) 
Electrostatic potential in the Si QW at applied voltages of 0.6 V on plunger gates and 0.4 V (0.3 V) on the barrier 
gates between QDs (between a QD and a reservoir). (e) is drawn with COMSOL Multiphysics ver. 5.5 (https:// 
www. comsol. com).

Table 1.  Overlapping-layer gate characteristics.

Layer index Gate name Gate color Gate width (nm) Gate height (nm)

1 B11–12,  B12–13…
BR1–11,  BR2–13…

Blue 50 15

2 P11,  P12… Red 90 25
3 B12–22,  B21–22… Yellow 60 40
4 P22 Magenta 70 60
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down state). !e four-qubit To"oli gates play a central role in implementing this circuit and can be synthesized 
from 15 two-qubit gates including 2 SWAP gates for compensating the lack of direct qubit couplings (Fig. 3b) 
39,40 (see Methods for the details). !e spin state of qubit  qX is read out by PSB with a measurement ancilla qubit 
 MqX. For comparison, we consider a linear array of four QDs which are lined up together with adjacent QDs for 
spin readout as shown in Fig. 3c. In this qubit layout, 18 two-qubit gates including 5 SWAP gates are necessary 
to implement a four-qubit To"oli gate. !is shows that the two-dimensional QD array enables e$cient quantum 
circuit execution due to improved qubit connectivity.

A larger scale two‑dimensional array. !e scalability of the EDSR control based on MMs has o%en 
been questioned because of its di$culty in inducing strong &eld gradients over large  areas30. We have neverthe-
less shown that it is possible to induce &eld gradients in a small two-dimensional QD array. In the following, 
we propose a longer-term design approach that allows us to apply Blong while ensuring su$cient btrans for each 
QD in a large two-dimensional array. !e simple idea behind this approach is to decouple the magnet inducing 
btrans from the one inducing Blong . Under the device design shown in Fig. 4a, btrans is induced by the plunger and 
barrier gate electrodes made of Co instead of Al, whereas Blong is induced by a large Co magnet located outside 
of the QD array. !is structure may be amenable to a larger qubit array with fast, MM-mediated electrical spin 
control at the expense of introducing vias to enhance QD density and connectivity as compared to the 3 × 3 QD 
array.

Under this novel magnet structure, it would be possible to integrate about 40 × 40 = 1600 QDs within a 
5 × 5-µm2 area because each QD occupies only 120 × 120-nm2. Assuming that PSB is used for spin state initiali-
zation as discussed above, we can consider an example of implementing qubits and ancillas in this QD array 
as shown in Fig. 4b. In this example, the 3 × 3 QD array consisting of 4 data qubits (red) and 4 ancillas func-
tions as a unit cell. QDs with a cross are not used, so they can be empty, in which case coherent inter-site qubit 
 transport25 may be used to maintain high qubit connectivity. Alternatively, in the case of single occupancy, 
two-qubit exchange  gates17 would be needed for connection. As can be seen from this example, such a device 
would be able to host more than a thousand of qubits, a number of qubits much larger than those in any other 

Figure 4.  Quantum processor with larger numbers of QDs with novel magnet structure. (a) Model of a 
quantum processor utilizing a novel magnet structure with a large Co magnet and Co gates. !e right &gure 
shows a zoom-in of the red dotted area in the le% &gure. !e whole 5 × 5-µm2 array contains approximately 
1600 QDs. (b) Implementation example of qubits and ancillas for spin state initialization and measurement in a 
larger two-dimensional array. It only shows a 9 × 9 QD array, but we can straightforwardly scale it up to a larger 
one. (c), (d) Simulated values of Blong slope in the x and y directions induced by a large Co magnet (30 × 30 × 5 
µm3) located outside the QD array. !e yellow square indicates the position of a 5 × 5-µm2 QD array, in which 
!Blong is su$ciently large. By tuning the magnet aspect ratio, it may be possible to control the distribution of 
the magnetic &eld so that a larger QD array may be accommodated. (e) Simulated values of btrans induced by 
Co gates. For simulation simplicity, a 5 × 5 QD array is shown, with the positions of spin qubits illustrated by 
symbols. (c–e) are drawn with COMSOL Multiphysics.

M. Tadokoro et al., Sci. Rep. 11 19406
(TiTech, RIKEN 2021)
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(Fig. 1a, inset) to achieve a high characteristic impedance Zr and there-
fore a high gc ( ∝g Zc r ; ref. 20). To hybridize the charge state of the 
trapped electron with its spin state, a cobalt micromagnet is fabricated 
near the DQD, which generates an inhomogeneous magnetic field. For 
our device geometry, the magnetic field due to the cobalt micromagnet 
has a component along the z axis Bz

M that is approximately constant for  
the DQD and a component along the x axis that takes on an average 
value of Bx ,L

M  (Bx ,R
M ) for the left (right) dot (Fig. 1c, Extended Data  

Fig. 1). The relatively large field difference − =B B B2x x x,R
M

,L
M M leads to 

spin–charge hybridization, which, when combined with charge–photon 
coupling, gives rise to spin–photon coupling33,34.

We first characterize the strength of the charge–photon interac-
tion, because this sets the scale of the spin–photon interaction rate.  

For simplicity, only one DQD is active at a time for all of the measure-
ments presented here. The cavity is driven by a coherent microwave 
tone at frequency f =  fc and power P ≈  − 133 dBm (corresponding 
to approximately 0.6 photons in the cavity, determined on the basis 
of AC Stark shift measurements of the spin-qubit frequency in the  
dispersive regime; see Extended Data Fig. 2)42. The normalized cavity  
transmission amplitude A/A0 is displayed in Fig. 1d as a function of 
the voltages VP1 and VP2 on gates P1 and P2 of the first DQD (DQD1), 
which reveals the location of the (1, 0) ↔  (0, 1) inter-dotcharge transi-
tion (see Extended Data Fig. 3 for overall stability diagrams)18–20,35,36. 
Here (n, m) denotes a charge state, with the number of electrons in the 
left (P1) and right (P2) dot being n and m, respectively. The charge–
photon coupling rate is estimated quantitatively by measuring A/A0 as a 
function of the DQD level detuning ε (Fig. 1e). By fitting the data with 
the cavity input–output theory model using κ/(2π ) =  1.3 MHz, we find 
gc/(2π ) =  40 MHz and 2tc/h =  4.9 GHz, where tc is the inter-dot tunnel 
coupling and h is the Planck constant19,36,37. A charge decoherence rate 
of γc/(2π ) =  35 MHz is also estimated from the fit and confirmed inde-
pendently using microwave spectroscopy with 2tc/h =  5.4 GHz (refs 19, 
20, 42). Fine control of the DQD tunnel coupling, which is critical for 
 achieving spin–charge hybridization33, is shown in Fig. 1f, in which 
2tc/h is  plotted as a function of the voltage VB2 on the inter-dot barrier 
gate B2. A similar characterization of the second DQD (DQD2) yields  
gc/(2π ) =  37 MHz and γc/(2π ) =  45 MHz at the (1, 0) ↔  (0, 1) inter-dot 
charge transition. Owing to the higher impedance of the resonator, the 
values of gc measured here are much larger than in previous silicon DQD 
devices19,43, which is helpful for achieving strong spin–photon  coupling. 
In general, there are device-to-device variations in γc (refs 19, 43).  
It is unlikely the slightly higher charge decoherence rate is a result of 
our cavity design, because the Purcell decay rate29 is estimated to be 
Γc/(2π ) ≈  0.02 MHz !  γc/(2π ). Excited valley states are not visible in 
the cavity response of either DQD, suggesting that they have negligible 
population44. We therefore exclude valleys from the analysis below.

Strong single spin–photon coupling
We now demonstrate strong coupling between a single electron spin 
and a single photon, as evidenced by the observation of vacuum Rabi 
splitting. Vacuum Rabi splitting occurs when the transition frequency 
of a two-level atom fa is brought into resonance with a cavity photon of 
frequency fc (refs 21, 23). Light–matter hybridization leads to two 
 vacuum-Rabi-split peaks in the cavity transmission. For our single-spin 
qubit, the transition frequency between two Zeeman-split spin states 
is fa ≈  EZ/h, where EZ =  gµBBtot is the Zeeman energy and the approxi-
mate sign is due to spin–charge hybridization, which shifts the qubit 
frequency slightly. Here g is the g-factor of the electron, µB is the Bohr 
magneton and = + / + +B B B B B[( ) 2] ( )x x z ztot ,L

M
,R

M 2 M ext 2  is the total 
magnetic field. To bring fa into resonance with fc, we vary the external 
magnetic field Bz

ext along the z axis while measuring the cavity trans-
mission spectrum A/A0 as a function of the drive frequency f (Fig. 2a). 
Vacuum Rabi splittings are clearly observed at = − .B 91 2 mTz

ext  and 
= .B 92 2 mTz

ext , indicating that EZ/h =  fc at these field values and that 
the single spin is coherently hybridized with a single cavity photon. 
These measurements are performed on DQD1, with 2tc/h =  7.4 GHz 
and ε =  0. The dependence of gs on ε and tc is investigated below41. 
Assuming g =  2 for silicon, we estimate that an intrinsic field of about 
120 mT is added by the micromagnet, comparable to values found in a 
previous experiment using a similar cobalt micromagnet design9.

To further verify the strong spin–photon coupling, we plot the cavity 
transmission spectrum at = .B 92 2 mTz

ext  (Fig. 2b). The two 
 normal-mode peaks are separated by the vacuum Rabi frequency  
2gs/(2π ) =  11.0 MHz, giving an effective spin–photon coupling rate of 
gs/(2π ) =  5.5 MHz. The photon decay rate at finite magnetic field is 
extracted from the line width of A/A0 at = .B 90 3 mTz

ext , at which EZ/h 
is largely detuned from fc, yielding κ/(2π ) =  1.8 MHz. A spin decoher-
ence rate of γs/(2π ) =  2.4 MHz, with contributions from both charge 
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Figure 1 | Spin–photon interface. a, Optical image of the superconducting 
microwave cavity. The inset shows an optical image of the centre pin  
(0.6 µ m) and vacuum gap (20 µ m) of the cavity. b, False-colour scanning 
electron micrograph (SEM) of a DQD. Gate electrodes are labelled as G1, 
G2, S, D, B1, P1, B2, P2 and B3, where G1 and G2 are screening gates,  
S and D are used for accumulating electrons in the source and drain 
reservoirs, and B1 and B3 control the tunnel barrier of each dot to its 
adjacent reservoir. The locations of the cobalt micromagnets are indicated by 
the orange dashed lines. c, Schematic cross-sectional view of the DQD 
device. The blue line indicates the electrostatic confinement potential which 
delocalizes a single electron between the two dots (indicated as half-filled 
circles). The quantization axis of the electron spin (red arrow) changes 
between the dots. d, Cavity transmission amplitude A/A0 at f =  fc, where fc is 
the centre frequency of the cavity, near the (1, 0) ↔  (0, 1) inter-dot transition 
for DQD1, plotted as a function of the voltages on gates P1 and P2, VP1 and 
VP2, with =B 0z

ext  and VB2 =  710 mV. The dashed arrow denotes the DQD 
detuning parameter ε, which is equal to the difference in the chemical 
potentials of the two dots and points along the vertical direction because in 
this work VP1 is changed to vary ε. VB2 denotes the voltage on gate B2, which 
controls the inter-dot tunnel coupling tc. e, A/A0 as a function of ε with 
VB2 =  710 mV (red line) and a fit to cavity input–output theory (black 
dashed line), with gc/(2π ) =  40 MHz. f, 2tc/h as a function of VB2 for DQD1, 
obtained by measuring A(ε)/A0 at different values of VB2.

© 2018 Macmillan Publishers Limited, part of Springer Nature. All rights reserved.

2 9  M A R C H  2 0 1 8  |  V O L  5 5 5  |  N A T U R E  |  6 0 1

ARTICLE RESEARCH

decoherence and magnetic noise from the 29Si nuclei, is extracted from 
microwave spectroscopy in the dispersive regime with 2tc/h =  7.4 GHz 
and ε =  0 (Extended Data Fig. 4), confirming that the strong-coupling 
regime gs >  γs, κ has been reached. The spin–photon coupling rate 
obtained here is more than four orders of magnitude larger than rates 
currently achievable using direct magnetic-dipole coupling to 
lumped-element superconducting resonators30,45.

The local magnetic field that is generated using cobalt micromagnets 
is very reproducible, as evidenced by examining the other DQD in the 
cavity. Measurements on DQD2 show vacuum Rabi splittings at 

= ± .B 92 6 mTz
ext  (Fig. 2a, insets). The spin–photon coupling rate and 

spin decoherence rate are determined to be gs/(2π ) =  5.3 MHz and  
γs/(2π ) =  2.4 MHz, respectively (Fig. 2c). These results are highly  
consistent with DQD1, and so we henceforth focus on DQD1.

Electrical control of spin–photon coupling
For quantum information applications it is desirable to turn qubit–
cavity coupling rapidly on for quantum-state transfer and rapidly off 
for qubit-state preparation. Rapid control of the coupling rate is often 
accomplished by quickly modifying the qubit–cavity detuning fa −  fc. 
Practically, such tuning can be achieved by varying the qubit transi-
tion frequency fa with voltage or flux pulses46,47 or by using a tunable 
cavity20. These approaches are not directly applicable for control of 
the spin–photon coupling rate because fa depends primarily on mag-
netic fields that are difficult to vary on nanosecond timescales. In this 
section, we show that control of the spin–photon coupling rate can be 
achieved electrically by tuning ε and tc (refs 32, 40).

We first investigate the ε dependence of gs. In Fig. 3a we show meas-
urements of A/A0 as a function of Bz

ext and f for ε =  0, ε =  20 µ eV and 
ε =  40 µ eV. At ε =  20 µ eV (about 4.8 GHz), vacuum Rabi splitting  
is observed at = .B 92 1 mTz

ext  with a spin–photon coupling rate of  
gs/(2π ) =  1.0 MHz that is substantially lower than the value of  
gs/(2π ) =  5.5 MHz obtained at ε =  0. At ε =  40 µ eV (about 9.7 GHz), 
only a small dispersive shift is observed in the cavity transmission 

 spectrum at = .B 91 8 mTz
ext , suggesting a further decrease in gs. These 

observations are qualitatively understood by considering that at ε =  0 
the electron is delocalized across the DQD and forms molecular 
 bonding (| − 〉 ) or anti-bonding (| + 〉 ) charge states (Fig. 3c). In this 
regime, the cavity electric field leads to a displacement of the electron 
wavefunction of the order of 1 nm (Methods)33. Consequently, the 
 electron spin experiences a large oscillating magnetic field, resulting in 
a substantial spin–photon coupling rate. By contrast, with ε ! tc the 
electron is localized within one dot and it is natural to work with a basis 
of localized electronic wavefunctions | L〉  and | R〉 , where L and R 
 correspond to the electron being in the left and right dot, respectively 
(Fig. 3c). In this effectively single-dot regime, the displacement of the 
electron wavefunction by the cavity electric field is estimated to be 
about 3 pm for a single-dot orbital energy of Eorb =  2.5 meV (ref. 48), 
greatly suppressing the spin–photon coupling mechanism33. The large 
difference in the effective displacement lengths between the single-dot 
and double-dot regimes also implies an improvement in the spin– 
photon coupling rate at ε =  0 of approximately two orders of magnitude 
compared to ε ! tc . Alternatively, the reduction of gs may be  
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(data). The dashed lines show theoretical predictions. A potential 
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determine gs/(2π ) (Extended Data Fig. 5) and the widths of the Lorentzian 
fits used to determine γs/(2π ) (Extended Data Fig. 4). c, DQD energy levels 
as a function of ε, calculated with + =B B 209 mTz z

ext M , =B 15 mTx
M  and 

2tc/h =  7.4 GHz. Here Bz
M denotes the magnetic field produced by the 

cobalt micomagnet parallel to Bz
ext, and Bx

M is related to the strength of the 
inhomogeneous magnetic field perpendicular to Bz

ext. The symbols ↑  (↓ ),  
L (R) and −  (+ ) denote the quantum states of the electron that correspond 
to up (down) spin states, left-dot (right-dot) orbital states and molecular 
bonding (anti-bonding) states, respectively. The schematics at the top 
illustrate the distribution of the wavefunction of the electron in different 
regimes of ε. For ε! tc and ε− ! tc, the electron is localized within one 
dot and tunnelling between the dots is largely forbidden, resulting in a 
small gs due to a small effective oscillating magnetic field. For ε ! tc, the 
electron may tunnel between the two dots and experience a large 
oscillating magnetic field due to the spatial field gradient, resulting in a 
large gs.
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coordinates, where a change in virtual gate voltage u1 only shifts
the chemical potential of dot 1 leaving the chemical potential of
the dots in the remainder of the array unchanged. Extraction of
the capacitance matrix from the data in Fig. 2c is detailed in the
supplemental text (Supplementary Fig. 2). Figure 2d shows the
charge stability diagram of the same DQD, but here plotted as a
function of the virtual gate voltages u1 and u2. The dots 1 and 2
charge transitions are orthogonal in virtual gate voltage space,
allowing for independent control of the chemical potential of
each dot.

Larger few electron quantum dot arrays are built up by
consecutively adding additional quantum dots to the right side of
the device. With a DQD formed from dots 1 and 2, as shown in
Fig. 2d, the interdot tunnel coupling tc12 is tuned such that tc12 ≈
5 GHz ≈ 21 μeV (Supplementary Fig. 4). Dot 3 is then tuned to
the N3= 0 → 1 charge transition, as verified in charge sensing.
The formation of the third dot slightly affects the capacitance
matrix for dots 1 and 2, requiring another calibration to establish
the virtual gate voltage space u1, u2, and u3. The tunnel coupling
between dots 2 and 3 tc23 is then tuned to tc23 ≈ 5 GHz. Additional
dots are added to the array following the same iterative tuning
procedure and tunnel couplings are adjusted as necessary to
maintain well-formed dots (Supplementary Fig. 3). To illustrate
the formation of a 4 dot array, Figure 3a–c show pairwise charge
stability diagrams that are plotted in virtual gate voltage space for
dots 1 and 2 (Fig. 3a), dots 2 and 3 (Fig. 3b), and dots 3 and 4
(Fig. 3c). The remainder of the 9-dot array is configured by
simply repeating this tune up procedure.

Charge shuttling. With a virtual gate voltage space established
for the entire device, it is now possible to calculate a shuttling
trajectory through the 9-dot charge stability space. For simplicity,
the shuttling trajectory is outlined schematically in Fig. 3a–c for
the 4-dot configuration (shuttling through the 9-dot array is
demonstrated in Fig. 4). We initialize the system in the (0, 0, 0, 0)
charge state by raising the chemical potentials of dots 1–4 above
the Fermi level of the source and drain reservoirs. Here we extend
the charge occupancy notation to (N1, N2, N3, and N4). We then
increase u1 within ~1 ns (step I in Fig. 3a) to transfer an electron
from the source reservoir onto dot 1, with the device ending up
deep in the (1, 0, 0, 0) regime. In step II of Fig. 3a, we move the
electron across the (1, 0, 0, 0)–(0, 1, 0, 0) interdot charge tran-
sition. This interdot transition, and those that follow, must be
performed adiabatically with respect to the interdot tunnel cou-
pling in order to prevent charge shuttling errors from occurring
(Supplementary Discussion). After the interdot charge transition
is executed, we move the system deep into the (0, 1, 0, 0) charge
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Intel Horse Ridge controller operating @ 3K
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Fig. 2: The Horse Ridge cryogenic controller characterized at 3 K. a. System-level representation showing
the digital signal generation and analog/RF front end of the cryo-controller, programmable via the SPI. b.
Continuous-wave output spectrum from the cryo-controller at 13.54GHz showing the main output tone, SFDR and
LO rejection ratio (LOR). c. Rectangular (purple) and Gaussian (green) shaped bursts before up-conversion and the
corresponding spectra after up-conversion. d. Qubit response for different burst envelopes, obtained when sweeping
the NCO frequency around the qubit resonance across a span of ⇠3MHz with a resolution of 15 kHz.

the cryo-controller [26]. The two-qubit interaction is me-
diated by the exchange coupling (J) between the two
spins [27], controlled by gate T. Its effect here is to
shift the anti-parallel spin states down in energy [28].
As a result, the resonance frequency of each qubit now
depends on the state of the other qubit, allowing con-
ditional operations on each qubit via narrow-band mi-
crowave bursts [7, 8] (Fig. 1b). The corresponding four
different frequencies can be individually addressed us-
ing frequency multiplexing. Both qubits are read out in
single-shot mode [29] (see Methods).

Figure 2 shows the system-level architecture of the
cryo-controller, which consists of a digital signal genera-
tion unit with an analog/RF front-end. At the core of the
digital signal generation, a numerically controlled oscil-
lator (NCO) outputs a sequence of bit strings every clock
period. This bit string encodes a phase that is intended
to track the reference phase of one particular qubit. The
output of 16 NCOs is multiplexed and fed to a phase-to-
amplitude converter (PAC) to generate a sinusoidal (in-
phase) and cosinusoidal (quadrature-phase) signal. The
NCO phases are constructed via a phase accumulator,
which increments the phase in steps determined by a dig-
ital frequency tuning word (FTW). The 22-bit FTWs in
combination with the 1GHz clock frequency of the phase

accumulator gives a frequency resolution of ⇠ 238Hz.
The sine and cosine signals are amplitude and phase

modulated using the envelope memory (orange box) con-
taining up to 40960 points, each specifying an amplitude
and phase value. An instruction table memory can store
up to 8 different instructions per qubit/NCO by referring
to start and stop addresses in the envelope memory. Fi-
nally, these instructions are listed in the instruction list
to execute up to 2048 instructions from multiple instruc-
tion tables, initiated by a single external trigger. The
output of two such banks, each generating a digital sig-
nal, are summed to simultaneously control two qubits,
consequently increasing the number of supported (un-
coupled) qubits from 16 to 32.

The generated digital signals are translated to the ana-
log domain using high-speed digital-to-analog converters
(DAC) and upconverted to the required qubit frequency
using an I/Q mixer and an external local oscillator (LO).
Finally, an output driver is incorporated to produce the
required voltage amplitude (through a tunable gain of
40 dB) in the frequency range of 2 to 20GHz, while driv-
ing the 50⌦ coaxial cable connecting to the qubits. Such
a wide frequency and output power range allows the
control of various solid-state qubits such as spin qubits
and superconducting qubits. The controller dissipates

X. Xue et al., Nature 593 205 (2021)
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Si spin qubit fact sheet
単一ビット制御 𝐹+,-./0 > 99.9 %
(Si/SiGe, MOS)

LETTERS NATURE NANOTECHNOLOGY

To first demonstrate enhanced transverse spin–electric coupling, 
we drive electric-dipole spin resonance. When the control micro-
wave is exactly on resonance, the spin-up probability Pup shows a 
so-called Rabi oscillation as a function of the microwave duration. 
Figure 1d shows 16.6 MHz oscillations, whose decay time is too long 
to measure within 40 π  rotations. The decaying time of 3.9 MHz Rabi 
oscillations is 113 ±  3 μ s, yielding the Rabi oscillation Q =  888 ±  25 
(Supplementary Fig.  2c). The rotation frequency increases propor-
tionally to the microwave amplitude up to approximately 20 MHz  
(Fig.  1e), above which faster oscillation damping is observed 
(Supplementary Fig. 2b). A nearly ideal electric-dipole spin resonance 

rotation in the linear regime is further verified by the chevron pattern 
(Fig. 1f); the pattern reflects the qubit spin rotation along a tilted axis 
in the Bloch sphere with deliberately detuned microwave excitation.

We next quantify a longitudinal spin–electric-coupling field in 
the device. This is performed by applying an additional bump pulse 
to gate R in the control stage, during which the qubit precession 
frequency is rapidly shifted (Fig.  2a). Figure  2b shows the result-
ing phase-shift-induced oscillations of Pup lasting 20 μ s with no 
indication of decay. The phase rotation speed grows linearly with 
the bump amplitude δ VR, yielding a frequency-shift lever-arm of  
93 kHz mV−1 (Fig. 2c). Note that the maximum shift (5.2 MHz) is 
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Fig. 1 | Quantum-dot device with extrinsic spin–electric-coupling fields. a, Device layout. Circles indicate approximate positions of a qubit and a charge-
sensing quantum dot and the white boxes with crosses represent Ohmic contacts. We typically apply an external magnetic field Bext of around 0.5 T so 
that the Larmor precession frequency is roughly 18 GHz (the optimal frequency for the set-up of our control circuit). C and R are high-frequency gates. 
b, Control pulse sequence. Waveforms are applied to gate electrode potentials VR and VC of gates R and C, respectively. Traces of typical radiofrequency 
charge-sensing signals VRF with (red) and without (blue) tunnelling events are shown. c, Micromagnet spin–electric-coupling fields. The magnet is 
designed to induce a spatially inhomogeneous stray field BMM at the quantum-dot position when magnetized along Bext. The transverse coupling is 
produced by the inhomogeneous component perpendicular to Bext and is proportional to the field slope btrans"= " ⃗ ⋅ ⊥∇ee B( ) MM, where ⃗ee  is the unit vector along 
an in-plane (yz) electric field, ∇  denotes the vector differential operator and the ⊥ indicates the component perpendicular to Bext. The longitudinal one is, 
in contrast, mediated by the gradient of the parallel component blong"= " ⃗ ⋅ ∇ee B( ) z

MM. We have assumed a quantum-dot confinement that is strong vertically 
(along x) and symmetric laterally. d, Rabi oscillation. Each data point represents the probability of detecting tunnelling events, which we interpret as Pup, 
based on 100 single-shot measurements. The solid curve is the best-fit cosine with the Rabi frequency of 16.6 MHz (no decay is assumed). The oscillation 
visibility is limited by the initialization/readout fidelity. e, Driving amplitude dependence of the Rabi frequency. The dashed line plots a linear fit with the 
data points whose Rabi frequencies are below 24 MHz. f, Chevron pattern. Pup is collected as a function of microwave burst time and detuning. The Rabi 
frequency is 3.9 MHz and Bext is 0.506 T.
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(Si/SiGe)
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LETTERS NATURE NANOTECHNOLOGY

To first demonstrate enhanced transverse spin–electric coupling, 
we drive electric-dipole spin resonance. When the control micro-
wave is exactly on resonance, the spin-up probability Pup shows a 
so-called Rabi oscillation as a function of the microwave duration. 
Figure 1d shows 16.6 MHz oscillations, whose decay time is too long 
to measure within 40 π  rotations. The decaying time of 3.9 MHz Rabi 
oscillations is 113 ±  3 μ s, yielding the Rabi oscillation Q =  888 ±  25 
(Supplementary Fig.  2c). The rotation frequency increases propor-
tionally to the microwave amplitude up to approximately 20 MHz  
(Fig.  1e), above which faster oscillation damping is observed 
(Supplementary Fig. 2b). A nearly ideal electric-dipole spin resonance 

rotation in the linear regime is further verified by the chevron pattern 
(Fig. 1f); the pattern reflects the qubit spin rotation along a tilted axis 
in the Bloch sphere with deliberately detuned microwave excitation.

We next quantify a longitudinal spin–electric-coupling field in 
the device. This is performed by applying an additional bump pulse 
to gate R in the control stage, during which the qubit precession 
frequency is rapidly shifted (Fig.  2a). Figure  2b shows the result-
ing phase-shift-induced oscillations of Pup lasting 20 μ s with no 
indication of decay. The phase rotation speed grows linearly with 
the bump amplitude δ VR, yielding a frequency-shift lever-arm of  
93 kHz mV−1 (Fig. 2c). Note that the maximum shift (5.2 MHz) is 
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Fig. 1 | Quantum-dot device with extrinsic spin–electric-coupling fields. a, Device layout. Circles indicate approximate positions of a qubit and a charge-
sensing quantum dot and the white boxes with crosses represent Ohmic contacts. We typically apply an external magnetic field Bext of around 0.5 T so 
that the Larmor precession frequency is roughly 18 GHz (the optimal frequency for the set-up of our control circuit). C and R are high-frequency gates. 
b, Control pulse sequence. Waveforms are applied to gate electrode potentials VR and VC of gates R and C, respectively. Traces of typical radiofrequency 
charge-sensing signals VRF with (red) and without (blue) tunnelling events are shown. c, Micromagnet spin–electric-coupling fields. The magnet is 
designed to induce a spatially inhomogeneous stray field BMM at the quantum-dot position when magnetized along Bext. The transverse coupling is 
produced by the inhomogeneous component perpendicular to Bext and is proportional to the field slope btrans"= " ⃗ ⋅ ⊥∇ee B( ) MM, where ⃗ee  is the unit vector along 
an in-plane (yz) electric field, ∇  denotes the vector differential operator and the ⊥ indicates the component perpendicular to Bext. The longitudinal one is, 
in contrast, mediated by the gradient of the parallel component blong"= " ⃗ ⋅ ∇ee B( ) z

MM. We have assumed a quantum-dot confinement that is strong vertically 
(along x) and symmetric laterally. d, Rabi oscillation. Each data point represents the probability of detecting tunnelling events, which we interpret as Pup, 
based on 100 single-shot measurements. The solid curve is the best-fit cosine with the Rabi frequency of 16.6 MHz (no decay is assumed). The oscillation 
visibility is limited by the initialization/readout fidelity. e, Driving amplitude dependence of the Rabi frequency. The dashed line plots a linear fit with the 
data points whose Rabi frequencies are below 24 MHz. f, Chevron pattern. Pup is collected as a function of microwave burst time and detuning. The Rabi 
frequency is 3.9 MHz and Bext is 0.506 T.
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量子ビット数 3
(Si/SiGe)

100nm

動作温度 ~4K
(MOS, TFET)


